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Abstract

Better light trapping concepts are a prerequisite for theeasg of thin film silicon photo-
voltaics. This thesis presents optical simulations onsdieél and periodic absorption en-
hancing textures for thin film silicon solar cells.

For simulation of statistically textured solar cells a rbugurface synthesization method
is characterized and found applicable for synthesizatia@mommercial FTO (fluorine doped
tin oxide) surfaces. Possible model errors are inducedgorous simulation of extended
scatterers by ingticient computational domain size and the lateral boundangitions. An
analysis of these errors yields that a sampling of relatigetall domain widths is sficient
for modeling extended rough surfaces in thin film siliconides. Cell dficiencies resulting
from the simulation of 2D rough surfaces and 1D cuts are coetpaFinally, a commonly
employed statistical ray tracing algorithm is compareddonous simulation for a test case.

Growth conditions need to be strongly considered for liglypping texture design of poly-
crystalline thin film devices. Simulations are done in clesanection to the experimental
development of polycrystalline thin film silicon layers operiodic light trapping texture. A
precise geometrical model is reconstructed from crossieset images of the experimental
structure. A comparison of optical absorptance measureméth the simulated absorptance
of the model yields very good quantitative agreement. lrusations, the model is further an-
alyzed by scaling and back reflector variation. Maximum{tigath improvement factors are
found for specific texture periods, which coincide with thedfngs of other groups. The re-
sults from the scaling analysis highlight the importanceadiieving a few micrometers layer
thickness of the deposited silicon for attaining high aptorce values. A further enhance-
ment of absorptance is reached by employing a detached ftatreflector. The resulting
simulated cells have a single—pass comparable absorpénuare than 37:m of silicon.

Planar photonic crystal structures are &edent field of research for which the periodic
patterning and polycrystalline silicon growth methodsyaleped for solar cells, might be
applicable. In a first test, the general quality of a pattéraed silicon coated substrate is
assessed by a comparison of specular reflectivity measutsriwesimulated band structures.
Good agreement is found between experiment and simulation.
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1. Introduction

Electricity is an outstanding versatile form of useablergpeavith the capability of directly
powering a wide range of devices. It is almost emission freapplication and is therefore
an important factor in the global development of health amdkimg conditions [Hat07;
MKO9; leab]. However, providing access to electrical eyeiq the world population will
get increasingly diicult in future years. Additionally to the traditional usefotsil thermal
energy sources, renewable energy sources will need to blwedpto ensure a sustainable
development of the global climate and the world energy supygw07].

A technology of high prospect on the road to a clean and swtée world energy supply
is the photovoltaic energy conversion. Already today pholtaic systems are an alternative
for home electrification in rural areas of developping anetrgimg countries. Most of these
areas are rich in renewable energy sources and emergiregtgon home electrification with
micro—hydropower grids and home photovoltaic systems peween successful [MK09; Ren;
LRS11]. However, due to its extreme scalability and low deleexce on local conditions the
success of photovoltaic technology is not limited to suclléstale applications. Megawatt
sized power plants can be assembled in many regions. Evena@grhas an estimated roof
top only photovoltaic potential of more than 160 GW{k10]. Photovoltaic technology is
therefore integrated as one of the renewable energy sour@esrent roadmaps for a clean
and sustainable world energy supply. The IEA technologgmep [BMD11] predicts an
annual market of 105 GW for photovoltaic systems in 2030 atatal installed capacity of
900 GW that contributes 5% to the total electricity generatiThese production capabilities
have to be built from a currently very small basis and regsiiedle annual growth at double
digit rates [leaa].

To maintain the current annual growth rate in photovoltaiosver 20% [leaa] inexpensive
cell technologies with a potential for high throughput protion need to be established. In
view of a sustainable energy supply these technologieddlatgao not be limited by the abun-
dance of the required materials. Silicon thin film technglbgs the potential to meet all these
requirements if cell #iciencies can be brought into the range of silicon wafer smdiis. The
primary prerequisite for this is a comparable device aligmrp This thesis presents studies
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1. Introduction

on absorption enhancement technologies for thin film silisolar cells.

Absorption enhancement in thin film silicon solar cells

The bandgap of crystalline silicon is very well suited folopdvoltaic energy conversion of
the solar emission spectrum. Wavelengths in the wide sgeeinge from near—UV to near—
IR light contribute to photocurrent generation and soldiscgith efficiencies of 20%—25%
have already been built from multi- or monocrystalline wafgret+12]. Yet silicon is an
indirect semiconductor in the wavelength range of photevolpplication and its absorption
codficent decreases continuously and substantially towardsatheé edge. The large absorber
thickness in wafer devices of more than one hundred micremmetannot be reached in thin
film technology due to the lower electric quality of the depexs material. A light induced
degradation, known as the Staebler—Wronsglgat, limits the film thickness of the highly ab-
sorptive amorphous silicon even to below a few hundred naters [Kol04]. This degradation
can be overcome in a nanocrystalline material which indwsteall crystallites in the amor-
phous matrix. Nanocrystalline silicon can be directly gnavging suitable deposition methods
like LPCVD [Mei+94; Ree-03]. In a diferent approach amorphous silicon is crystallized to
polycrystalline silicon after deposition using an annegktep [Gre 04; Sor-09]. Still solar
cells from nano— and polycrystalline material are limitgdtheir material quality to a thick-
ness of a few micrometers only. Curreifi@ency records of single junction thin film silicon
solar cells are 10.1% for amorphous as well as nanocrystatlevices and 10.5% for poly-
crystalline devices [Grel2]. For the common combination to amorphpnanocrystalline
tandem cells 12.3% celligciency was reported.

The large €iciency gap between thin film and wafer devices results to b tegree from
insuficient absorption of incident light in thin film devices. Ordysmall amount of light is
absorbed in a single pass through the solar cell’s absaoalyer in most of the wavelength
range. To improve the device absorption, scattering dptieanents have to be added to the
planar device structure.

In today’s industrial applications, absorption enhanaeinereached mostly by a random
texturing of the interface of the cell’s deposition subgtraFrom geometrical considerations
an absorption enhancement limit of almost 50 was predicgedablonovitch for a direction-
ally completely randomized electromagnetic field with esgdo a single perpendicular pass
through the silicon absorber layer [Yab82]. It is unlikeiyat a complete randomization of the
field can be reached for thin film cells and only moderate giisnr enhancement has been
shown experimentally [Bei06]. A texture optimization for specific thin film structuresec-
essary to obtain best results. Computer simulations haadlrbeen used for that purpose for
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more than a decade now. The most widespread simulation chethiased on statistical ray
tracing [LPS94; KST02; Ki+03; Krc+04; SPV04; Spr05; Larw-11; JAg+11]. In recent years
rigorous optical simulation tools have also been increggused for analysis and optimiza-
tion of solar cell designs with random interface texturesdRiv; Bit+08; Agr+10; Roc+10;
Jant+10; Loc+11; Lac+11].

An even higher enhancement than the geometrical limit ptediby Yablonovitch was re-
cently derived by Yu in the wave optical picture [YF11]. Hengouted a possible light path
enhancement of almost 160 in uniform layers. Yu also dematest that this limit could
be reached in optimized grating textures, which have ajrdmdn studied by optical sim-
ulation for several years. Many design concepts with thesipdigy for a high absorption
enhancement were proposed [268; CK+09; AP09; Wei10; She-11b]. However, due to
constraints in device production few of the designs weraidpnd to application. Especially
for polycrystalline thin film silicon solar cells it was ratity demonstrated by Sontheimer that
crystal growth conditions need to be strongly considerethi®device texture design [Sonl11].

This thesis makes contributions to optical simulation af fiim silicon solar cells incor-
porating both random and periodic light management tegtufe the field of simulation of
randomly textured solar cells a model error analysis isrdmuted. Further the rigorous sim-
ulation is compared to an implementation of a partially eehéestatistical ray tracer. To the
field of periodically textured solar cells a study of a reatislevice structure, suitable for
implementation in polycrystalline thin film silicon solaelts, is contributed. This work was
done accompanying the development of polycrystalline fitin silicon layers on periodic
substrates by Sontheimer [Sonl1l]. Best absorption enhamtesas found in simulation of
textures with spaced flat silver back reflectors. Aatient field of application for the same
periodic texturing and silicon deposition methods are gtghotonic crystals. In a first study
the band structures obtained from simulation and from expmital measurement were com-
pared.

Thesis outline

Chapter 2 introduces the fundamental conepts and the metisedisthroughout this thesis.
A brief overview on silicon thin film photovoltaics is given section 2.1. The optical and
geometrical modeling techniques which were applied in tireikstions are presented in the
sections 2.2.1 and 2.4.2. The Monte Carlo sampling techragpéed for rough surface sim-
ulation is introduced in section 2.3.

Chapter 3 contains the results of simulations on solar cetls nwugh interface textures. A
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1. Introduction

characterization of a rough surface synthesization mewhtddrespect to experimental sur-
faces is presented in section 3.2. The chapter continubsawianalyzation of possible model
errors in space discretized rigorous modeling of rougheses in 2D and 3D in the sections
3.4 and 3.5. Cellficiencies resulting from the simulation of 1D and 2D rougifetes are
compared in section 3.5.2. Finally a commonly employedstieal ray tracing algorithm is
compared to rigorous simulation for a pessimistic test aasection 3.6.

Chapter 4 contains an analysis of a realistic periodic lighptgting texture. An experimental
comparison is presented in section 4.2.5. Possible imprewés on light trapping by texture
period variation and application offéiérent back reflector designs are presented in sections
4.2.7 and 4.2.8.

Chapter 5 contains the results from a comparison of expetatigmeasured and simulated

band structures for a periodically patterned silicon tHm fiThe applied measurement method
is discussed with respect to comparable simulations inaebt2. The resulting bandstruc-

tures are discussed in section 5.3.
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2. Fundamentals and methods

This chapter elaborates the fundamentals of thin film silgalar cell optics and introduces the
numerical concepts used for optical simulation. It furteeplains the Monte Carlo sampling
and the techniques applied for geometrical modeling of tier €ell devices.

2.1. Thin film silicon solar cells

This section starts with a short review of the working pnoheiof single—junction silicon
solar cells and the spectral properties of the sun. Theriritdnces the device structure of
the polycrystalline thin film silicon devices fabricatedHglmholtz—Zentrum Berlin, which
were in the focus of the optical modeling throughout thistheA suitably simplified device
structure was used for the optical simulations and is degiut Fig. 2.3.

2.1.1. Photovoltaic energy conversion

The working principle of semiconductor solar cells is vemihzovered by corresponding text
books as “Physics of Solar Cells” by Peteiiviel [Wir05]. This section therefore only gives
a brief introduction of the single—junction device prineigor which optical designs were
simulated.

Two conditions are required to build a working solar celksEthe field energy of the inci-
dent electromagnetic field has to be converted into electremical energy. This mechanism
is provided in a semiconductor by excitation of an electromfthe valence band into the con-
duction band by absorption of a photon offstiently high energy, as depicted schematically
in red in Fig. 2.1(a). Secondly a charge separation towdresontacts of the photovoltaic
device has to be achieved to make the chemical energy usaskelectrical energy. This is
achieved by insertion of electron and hole filters to botlesiof the solar cell's absorber layer.
An idealized depth profile of a single—junction solar cetlépicted in Fig. 2.1, (a). The intro-
duced filter layers are n— and p—doped with respect to thealadskayer for electron and hole
extraction, respectively. In the idealized layout the dggirealize a one—directional increase

15



2. Fundamentals and methods
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Figure 2.1.: Depth profiles of the electrical energy. Diagrams as in [Wur05, chaip.
(a) Ideal working principle of a semiconductor solar cell. The potential stmgctu
is visualized under equilibrium conditions. lllumination leads to a splitting of the
Fermi levels of conduction and valence bands. The red inset synbalizab-
sorption process(b) Realistic bandstructure at a pn—junction under equilibrium
conditions. The red region marks the contact region in which the deplefion o
semiconductor majority carrier concentrations byfdsion processes leads to a
band bending.

of the band gap, thus resulting in a reduction of hole or edeadensity in the layers. The band
shifts of valence and conduction band act like barrierstierdharge carriers in the absorber
layer. Under these conditions illumination leads to a Fdewel splitting, as visualized in the
diagram, and to charge separation towards the contacte otth An electric circuit can now
be powered by the solar cell, which can yield a maximum veltaguivalent to the splitting
of the Fermi levels at the contacts.

In the idealized layout the enlarged band gaps in the filtgerreduce absorption with
respect to the absorber layer. This is generally not ideallyized by realistic pn—junctions
between dterently doped semiconductor material. A typical depth peadf the electrical
energy at a pn—junction, between twdtdrently doped semiconductors of the same kind, is
shown in Fig. 2.1, (b). Charge carrieffiision and recombination in the contact zone leads
to a depletion of majority carriers in each doping region.e Bame process builds up an
electric field, which acts opposed to théfdsion current. Under steady state conditions with
a constant Fermi level, both valence and conduction bamnus decross the pn—junction. An
energy barrier is realized but the band gap remains sinoléiné band gap of the absorber
material.
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2.1. Thin film silicon solar cells

2.1.2. Quantum efficiency

Linear processes dominate in optical absorption in comveat solar cells. Thermalization
of excited charge carriers further happens on a shorterdoake than extraction. Therefore a
maximum of one charge carrier pair can be created by abearptia photon, independent of
the photon’s excess energy beyond the band gap enefgyedice.

The figure of merit for solar cell optimization is the extdrgaantum éiciency, often de-
noted as EQE. This quantity measures the probability of anelent photon of a certain
energy to be converted into a charge carrier pair separated eontacts. In contrast the inter-
nal quantum fficiency (IQE) measures the probability of an absorbed phiatére converted
into a charge carrier pair separated at the contacts.

From optical simulation the cell absorptance can be congputa the solar cell model
described above the absorptance fraction of the absonpardguals the EQE of a cell under
the assumption of perfect carrier extraction, i.e. neglgall electrical loss mechanisms.

2.1.3. Spectral properties of the sun

The solar spectrum above the atmosphere is to a good ap@taimthe spectrum generated
by a black body at a temperature Bf; sun *5777K. In earth’s atmosphere the sunlight is
subject to absorption and scattering. For the purpose adreérpntal comparison a standard
spectrum has been defined in the norm IEC 60904-3, named ‘Bd/11.This spectrum is
depicted in Fig. 2.2 along with the spectrum above the atimagpin spectral irradiance units
and additionally in photon numbers. It means to represantstrd conditions in mid latitudes,
with an “air mass” (AM) factor of 1.5 which corresponds to aitle incidence at 482 The
suftix “g”, for “global”, indicates that both direct as well as inelct sunlight have been taken
into account. Narrow bands visible in the spectrum are dusiecular absorption. Scattering
in air mostly happens on molecules and has a wavelength depenross section ddr o«
1/4* (Rayleigh scattering [Bat84]). Due to thifect, the maximum of the solar spectrum is
blue shifted in regions where thefllise part of radiation is more important than the direct part,
as for example in northern Europe. The AM1.5g spectrum istijnaseful for comparison
of solar systems within one technology. The amount &uided light due to cloud coverage
and the large range in local solar irradiance, see tablen2akes it necessary to adapt the
photovoltaic technology to local conditions.

Photovoltaic energy conversion in a single absorber natstidue to the rapid thermaliza-
tion of “hot” carriers to the band edge mentioned in the presisection, rather dependent on

INASA sun factsheetttp://nssdc. gsfc.nasa.gov/planetary/factsheet/sunfact.html
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Figure 2.2.: Spectral irradiance of the sun above the atmosphere (AMO, full black dine
at AM1.5¢g standard terrestrial conditions (dashed black line). The sdiatgn
flux spectral density at AM1.5g conditions is included as a dashed red line.

the spectral photon flux than on the energy flux. The photoritfiitixe spectral region relevant
to silicon photovoltaics is depicted as a dotted line in Rig.. Its maximum is around 600 nm
wavelength and it does not decrease as steeply as the $peatteance. Therefore, a high
contribution to the photocurrent can come from near IR light

2.1.4. Polycrystalline thin film silicon devices

In contrast to monocrystalline or multicrystalline wafeitls, thin film silicon devices are cre-
ated by material deposition on a substrate. As a result twrgtayers only feature small
crystallites which can be annealed up to the micrometer en evillimeter range, depending
on the crystallization method. The SPC method employedrEatmng the experimental refer-
ence textures in chapter 4 typically creates crystals imticeometer range. Depending on the
amorphous fraction the silicon is referred to as “amorplsilison” (a—Si), “microcrystalline

country | annual irradiation rangekWh m? Year*
Germany 1000-1500
USA (mainland) 1350-2500
Spain 1300-2000

Table 2.1.:Annual irradiance ranges in glerent regions (source: irradiance maps by the
NREL GIS group, httgtvww.nrel.goygismapsearch.html).
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2.1. Thin film silicon solar cells

silicon” (uc—Si) or “polycrystalline silicon” (poly—Si). In polycryalline silicon only a very
low fraction of amorphous material is present.

The amorphous and crystalline phases of silicon have distidifferent optical and elec-
trical properties. The absorption of amorphous silicortrsrgly determinded by the location
of its mobility edge. It absorbs better than crystallinécsih in most of the spectral region
below 800 nm wavelength. For higher wavelengths amorphitiuersis almost transparent.
Solar cells based on amorphous silicon materidlies’drom a light—induced degradation of
their initial eficiency, the Staebler—Wronskifect [Kol04]. This dfect is less pronounced for
thin layers and limits the cell thickness of amorphous silicolar cells to a few hundred
nanometers. The Staebler—WronsKeet can also be stabilized in a mixed phase material of
crystalline grains in an amorphous tissue. The so—calledamiystalline or nanocrystalline
silicon has crystallite sizes in the nanometer range anthealeposited at considerably higher
layer thickness than amorphous silicon [M84#4; Ree-03]. Nanocrystalline silicon absorbs up
to the band gap of crystalline silicon at 1100 nm wavelenDile to their only partially over-
lapping absorption spectra, a—Si and-Si cells are often combined to tandem cells in a stack
layout, to obtain a higher celfigciency [SCBO07].

Polycrystalline material is not yet employed much in indastsolar cell production. Its
optical properties match closely with the properties of owgstalline silicon. The band gap
is about 1.12 eV which corresponds to a wavelength of liglatpgroximately 1100 nm. Elec-
trical properties allow deposition of several micrometefrpolycrystalline material without
considerable losses. However, deposition quality is giglelpendent on the used deposition
substrate [Son11].

Current cell éiciency records reported by Green [Gf2] are 10.1% for a—Si, 10.1% for
uc—Si, 12.3% for a—Siuc—Si tandem and 10.5% for poly—Si cell layouts.

Device structure and optical properties of the modeled devices

The solar cell layout employed in the experimental fabiacabf the polycrystalline silicon
solar cells modeled in this thesis is depicted in Fig. 2.3farntther described in the references
[Gal+09; Sonll]. It consists of a highly doped emitter layer, a weakly positively doped
p— base layer and a back surface field with strong positive doping. All silicon layers
are deposited by electron beam evaporation and subseyjtiesitnally annealed by SPC to
obtain polycrystalline material. The fabricated cells @mr¢he “superstrate” layout, i.e. the
cells are illuminated through their deposition substraue the back reflector is deposited as
the last layer. Front contacting of the cells is made by alfiiginsparent conductive oxide
(TCO), aluminum doped zinc oxide (ZnO:Al, AZO). The back @mttis made by a very thin
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incoming@light field
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Figure 2.3.: Vertical device structure of a polycrystalline thin film silicon solar cell in super
strate configuration.

ZnO:Al layer and the silver reflector. The thin back TCO layeproves the reflectivity of the
back reflector.

To reduce the computationatert, especially in 3D simulations;+- and r——doped layers
are omitted in the optical layout, as depicted schemayicalFig. 2.3. Omitting the highly
doped front layer might be a crude approximation for the higgguency part of the solar
spectrum in a case where an absolute estimation of ffedlency is sought, due to parasitic
absorption which does not contribute to photocurrent gerer. But as the layer’'s material
properties are very similar to the silicon absorber malténey do not represent an additional
optical element and can be safely omitted for characteoizgturposes and relative compari-
son of diferent light trapping textures.

For a brief discussion of the optical properties of the sated devices the absorptance
path length of 90% absorption is depicted in Fig. 2.4, lefy a comparison of the absorption
codficients of crystalline silicon and the ZnO:Al material dased for simulation is depicted
in the same Figure, right. The requirement for a higficeency of the solar cells is a good
absorption throughout the whole wavelength range up tonbdedct band gap of silicon.
This is dfficult to achieve in silicon as silicon is an indirect semicactdr in the operating
wavelength range of the photovoltaic device. Its absonptiodticient decreases over about
six decadic orders of magnitude from the direct band edgearJV to the indirect band edge
in the near infrared. The path length of 90% absorption diagshows that for highficiency
an absorption path length of at least a few hundred micramétes to be reached close to the
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Figure 2.4.: Left: Pathlength of 90% absorption in crystalline silicdright: Comparison of
the absorption cggcients of silicon and ZnO:Al.

band edge. This path length can be attained either by miatieiciness or by light trapping
effects. In thin film silicon solar cell technology light trappgiis of an extreme importance
for device dficiency. Good light trapping schemes, as the one presenteuhjoter 4 of this
thesis, allow to reachfiective path lengths of hundreds of micrometers at an abstaper
thickness of only a few micrometer.

The AZO material employed as TCO in the simulations of thisithbas a high free carrier
absorption in the near infrared. Consequently its absargsitarger in that wavelength range
than for silicon. The used data set does have high absomigiicient throughout the whole
wavelength range compared to other data sets availablestauthor. It was not exchanged
during the simulations of this thesis for reasons of coasrs}.

The complete set of material data used for the simulationisignthesis is included in ap-
pendix A.
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2.2. Optical modeling

Thin film silicon solar cells are complex material systemghwdimensions in the wavelength
range of visible and near infrared light. This wavelengthgeis also their operating regime
as an opto—electronic device. Sharp interfaces betweemadlterials with diferent refractive
index and periodic texturing can bring the optical respdonsg near resonance condition for
certain wavelengths. Interferencfezts are also visible in the spectral response of thin film
devices with statistical interface textures. Statistregltracing solvers need to include inter-
ference €fects for a good approximation of the thin film optical systd/lST02; Spr05].
Pure geometrical optics based ray tracing does not appedgithese systems well in most of
the spectral range [Sch09].

The studies presented in this thesis target a predictiveitid» modeling of the optics of PV
devices. Given that the dimensions of the physical systeemsrathe order of the wavelength
of light this objective can only be reached by rigorous smtioh of Maxwell's equations.
For optical modeling of 2D and 3D material distributions thehor used the finite element
softwareJCMsuite The software was used with a custom Python package for IDggner-
ation, described in section 2.4.2, and a Matlab based tgdtyqre— and post—processing of
numerical results. A transfer matrix based algorithm imp@ated in Matlab was used for 1D
simulations and the incoherent superstrate coupling destim section 2.2.3.

This section provides information about the finite elemert aansfer matrix implemen-
tations. It further discusses the sun as a light source dh aad justifies its representation
by a polarized plane wave in rigorous simulation. The incehesuperstrate coupling used in
the simulations within this thesis to obtain experimentahparability is discussed in section
2.2.3. Finally section 2.2.4 discusses the measurementroérical errors in optical simula-
tions used throughout this thesis.

2.2.1. Rigorous optical modeling
Maxwell’s equations

Maxwell's equations describe the optical response of aeaystinteraction with a high num-
ber of photons based on linear macroscopic material lawss i$hhe correct model for the
simulation of conventional solar cells where non—linediaap effects are negligible. All rig-
orous simulation methods used in this thesis are based ofutosoof the time harmonic
Maxwell’s equations, i.e. the steady state response of higsipal system at a single wave-
length.
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Maxwell's equations in their dlierential form can be written as [Jac99]

V- D(r,1t) = o(r) (2.1)
V x E(r,t) = —4,B(r, 1) (2.2)
V.B(r,t) =0 (2.3)
V x H(r,t) = j(r, 1) + 8D(r, 1) (2.4)

with the constituting material laws

D(r,t) = &(r)E(r,t) (2.5)
B(r,t) = u(r)H(r,t) (2.6)
j(r,t) = o(r)E(r, 1) + j impressed (2.7)

which describe the linear relations of the electric and netigrfield and the macroscopic
material properties. Heré is the electric field and the displacement] the magnetic field
andB the magnetic flux densityj labels the local electric current which is divided into a
response to the local electric field dependent on the loaadlectivity o- and an externally
impressed currefnpressed 1€ permittivitye and the permeability (with €, 1 € R) describe
the local electric and magnetic response on the figld.the local net density of charges.

The time harmonic Maxwell's equations are obtained frons¢hequations by using the
time harmonic ansatz

E(r.t) = R{E(r, w)e™}

. . (2.8)
H(r.t) = R {A(r, w)e™}

which separates the spatial variation of the fields and a dwicroscillation in time with
frequencyw/2r. A complex field representation will be used in the followinthe physical
solution is obtained as the real part of the introduced cerfi¢lds.

If further the complex permittivity is defined as

&r,w) = sos(r,w) =s +i1Z (2.9)
w
and the law of conservation of charges is reformulated ims$easf time harmonic quantities

V-] impresse&r»t) +0o(r,t) =0,

i N (2.10)
V-] impresseér, w) —iwo(r,w) =0
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Maxwell’s equations can be rewritten as

V- S B 0) = == gl ) (2.11)
V x E(r,w) = iwp(r, w)A(r, o) (2.12)
V- i(r, A, w) =0 (2.13)
V x H(r, w) = —iwé(r, w)E(r, ©) + | impressedl » ) (2.14)

In this formulation the system of equations for the fidikdandH can be fully decoupled and
solved separately: The time harmonic Maxwell's equatianglie electric field are obtained
by substituting eq. 2.12 into eq. 2.14. In all following etjaas the hats denoting the quantities
of the time harmonic formulation will be omitted. The timerimonic Maxwell’'s equations
for the electric field are

VX u 'V X E(r) — w?eE(r) = iw] impressefl’) - (2.15)
From the solution of the electric field the magnetic field cardbrived as

H(r) = V < E(r). (2.16)

1
lwp(r)
The transfer matrix method

For some simulations presented in chapters 3, 4 and 5 adramsitrix implementation was
used to obtain solutions of Maxwell’s equations for the &ledield in 1D material stacks. A
stack of material layers with plane normals parallel tozkaxis is assumed in the following.
As the material distribution is homogeneous in siyeplane no field discontinuities are present
in these directions and the electric field can be represdmtés Fourier integral,

f UKy, k)Xo g dic, (2.17)
R2

which is an expansion into plane waves with §méentsu. k, is defined by the refractive index
n, the vacuum wavelength of lighty and the propagation direction of the Fourier component
along+z by

K (k. ky) = + \/(kon)2 -k -kz, (2.18)

whereky = % is the absolute value of the wave vector in vacuum.
The individual Fourier components in eq. 2.17 are not calijpie the stack of material
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Figure 2.5.: Field, layer and interface labeling of the transfer matrix method implementation
described in the text

layers. Therefore the solution can be obtained by solvingupled system of boundary value
problems for each Fourier component separately.

The stack numbering and field description depicted in Figwall be used in the following.
The field inside every layer is decomposed into two countepggating components as

Um(r) = Up(r) + Uy(r)

~ 4 kockgyrk (o )220 ) L = a(koxtkyrks (koky) (z-22 ) (2.19)
‘ri;]elx yY+Kz (KeoKy)(Z=7 o, +U&elx yy+kz (k) (Z-75 )

The zero phase point af, in the stack normal directionis= 0, y = 0, z= 7 . The positions
z,, are marked with dots in Fig. 2.5 and chosen such that fieldslarays decreasing in
absorbing internal layers at propagation to the opposjter iaterface. In every layer 6 degrees
of freedom have to be fixed which in the numbering of Fig. 2fasup to 6N +2) = 6N +12.
From Maxwell’s first equation, eq. 2.11 and the assumptiom@impressed currents, we
obtain the condition that inside every layer

Vun(r)=V-ui(r)+V-ur)

(2.20)
=k"-up(r)+k -uy(r)=0
wherek* = [k, ky, k¥]T. The condition has to hold for every positiond hence
k*-ur(r)=0. (2.21)

These conditions are applied to all fields of the finite layamnd the outgoing fields in the
infinite layers. The incoming fields in the infinite layers aet as incoming fields on the right

25



2. Fundamentals and methods

hand side.

From eq. 2.21 (R + 2) conditions are set for the fields inside the layers. Inclgdhe
incoming fields (A + 8) conditions are set and ¥+ 4) conditions remain open. These can
be fixed by relating the fields by 4 conditions at each of the-(1) layer interfaces. The full
set of boundary conditions which has to hold at the planefaxte between the two adjacent
layersm, m+ 1 is [Jac99]

(8mum - Srm.lum+1) -n=0 (222)
(VXUn—=VXUmp1)-n=0 (2.23)
(Un—Um1)Xn=0 (2.24)

UV X U = (it V X Upyr) X N = 0 (2.25)

wheren is the stack normal vector. In the considered case of nonretagmaterials we have
um =, m=0,...N + 1, whereu is the vacuum permeability. From eq. 2.24 and eq. 2.25
we obtain 4 conditions per interface that relate the fieldso#t sides of the interface These
conditions complete the set of equations required to sdlgestattering problem of a plane
wave from the layer stack.

Properties of the finite element method and description the used software packag e

Finite element theory in general and for Maxwell’'s equadias covered in corresponding
textbooks [Bra92; Mon03] and will not be derived here. In &bsummary, the finite element
method allows to discretize and solvdtdrential equations. First, theftérential equation is
integrated after multiplication with a test function. Thepécation of the diferential operator
can subsequently be shifted to the test function by paritalgration. Derivatives defined in
such an integral sense can be shown to be unique if they exider the proper conditions
for the test function space. A choice of test functions on gach carriers, which overlap in
a neighbourhood, leads to a the transformation of the glplkmlem, which is to compute
the solution of a partial diierential equation inside a computational domain underacert
boundary conditions, into a system of coupled local prokletdsually the computational
domain is discretized into geometric elements like triasgir tetrahedra. Local polynomials
of a chosen degree, which are non-zero only within certaight®uring elements, can then
be used to build the test function space. In case of Maxwetjigations, a local integration
of the partial diferential equation leads to a linear system of coupling dad between the
localized test functions and to the boundary conditione@tbmputational domain boundary.
This linear system can be solved by standard numerical rdsthiod yields an approximation
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to the solution of the partial fferential equation, which converges to the analytic satutio
with refinement of the discretization and optionally ther@ase of the polynomial degree of
the ansatz functions.

When the geometric discretization error of a material distron is ignored, the most im-
portant quantity for error analysis is related to the poiyied degreep of the ansatz functions
of the test space and a measure (length) of the finesse of #teakgiscretizationh. The
theory is covered e.g. by Braess [Bra92]. Convergence behagioependent on many fac-
tors, as for example the chosen error norm. In an energy nodrica Maxwell's equations,
the typically observed convergence behaviour, given byrttegpolation of the solution by a
piecewise polynomial, is

error< c- hP*t, (2.26)

with a positive constard. This means that, given a fixed discretization and polynbd&gree
which already capture properties the physical problemoegptial convergence of the solu-
tion is expected with increasing finite element polynomedie. The above property is used
for error measurement and quality assurance of the simukatn this thesis.

The finite element implementation used in all simulationghimi this thesis with complex
2D and 3D material distributions is developed as part of thiéefielement suitd CMsuiteat
the Zuse Institute Berlin. This finite element package foesss simulation of linear optics in
the high—frequency regime by solving the time—harmonic Wielks equations, eq. 2.15. Ad-
ditional solvers are implemented in the package for lindasteity and heat equations. The
software is commercially distributed by the spifE@mpanyJCMwavé. Main programmers
of the implementation are Lin Zschiedrich and Jan Pomplume finite element implemen-
tation for solving Maxwell’s equations in 3D is based oaddlecs elements [8H80] which
prevent the existence of unphysical solutions in the iotedomain. Details about the im-
plementation can be found in reference [Rdiii] and in the PhD thesis of Lin Zschiedrich
[Zsc09] and Jan Pomplun [Pom10]. The linear solver usednatly for solving the finite
element system is the direct sparse solver PARDISO [SG04].

In JCMsuite transparent boundaries are implemented by an optiorddigtave PML method
which ensures exponential damping of scattered fields irexterior domain. The imple-
mentation is based on the work of Lin Zschiedrich [Zsc09] aftdws the use of multiply
structured exterior domains. Other available boundargitmms are periodic boundaries and
Dirichlet boundary conditions for the electric and magonemponents of the field which
can be used as mirror boundary conditions in cases of sperahetry of the geometry and
incoming field.

2yww . jcmwave . com
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The specific features of the finite element solver used farttiesis were:

e Solution of scattering problems for Maxwell’'s equationsaim and 3D computational
domains with transparent and periodic boundaries.

e Solution of the eigenvalue problem fa¥, E of Maxwell’s equations in 3D on twofold
periodic domains with transparent boundaries in the thimtedsion.

e Weighted superposition of previously computed fields.

e Post—processing capabilities. Typical functionals like tomputation of volume inte-
grals of the field energy or the surface integrals of the serfeormal component of the
Poynting vector were used. Further the built—in Fouriengfarm was used to obtain
the Fourier spectra of reflected and transmitted fields ittextlag simulations.

Calculation of the absorption inside a sub-volume of the computational domain

For the evaluation of absorptance, optical quanttiiiciency and current generation of a so-
lar cell it is necessary to calculate the absorption insidaib—volumes of the computational
domain. Physically this means that the work done by the idefotld on the material distri-
bution per unit time needs to be calculated. For a singlegewthe electric force acting on
the charge is the Lorentz forde = q(E + ; x B) and the work rate on a charge at velocity
visP =qgv-F = qgv-E. The work rate by an electric field on a static impressed current
distributionj can therefore be defined by [Jac99]

fj -Edv (2.27)
\%

In the time harmonic context where a complex field notatiomsisd for convenience the real
part of the complex quantities needs to be taken before phigltion. A product of quantities
A(r,t) = A(r)e ™, B(r,t) = B(r)e ! therefore needs to be expanded as

A-B = J[A(X)e ™ + A" (0] - [B(x)e " + B (x)e]

(2.28)
R(A*(X) - B(X) + A(X) - B(x)e 2"

NI A=

to obtain the physically correct quantity. In the case of ghhirequency field the typical
guantity of interest is the time average over one charatkeperiod. This reduces equation
(2.28) toA - B = 2R(A*(X) - B(x)).
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Using Ampere’s law for time harmonic fields, cf. eq. 2.14, to substitilte current distri-
bution and the vector identity - (A xB) = B - (V x A) — A - (V x B) to transform the work
integral 2.27, we obtain

}fJ*-EdV:}fE-[VxH*—iwD*]dV
\Y

2 2 ),
|
(2.29)
_ %fv[—V-(ExH*)]dV+%fV[—iw(E-D*—B-H*)]dV .

The above equation is the integral representation of Pagistitheorem of conservation of
energy for time harmonic fields.
With definition of the complex Poynting vector and electisorell as magnetic field energy
densities
S= }(E X H"), We = }(E -D"), wy, = }(B -H")
2 4 4

equation 2.29 can be rewritten as [Jac99]

1

—fJ*-EdV+2iwf(we—wm)dV+f S-nda=0. (2.30)
2 v S(V)

Here, Gauss’s divergence theorem was applied to transfemm iil into a surface integral.
S(V) is the surface enclosing andn the surface normal on the infinitesimal surface element
da.

In the case of zero impressed currents term | of equatio®@)2&hishes. The real part of the
two remaining terms represent the conservation of enertpssy media (i.e. witl¥(g) # 0
or 3(u) # 0). Losses insid¥ which are represented by term 1l must equal the negativeeof th
change of the net energy flux throug§V) (term 1l1). The absorption inside a volumécan
thus be calculated from 2.30.11 as

(Absorptiony, = 2w f (B(wWe) — I(Wy)) dV . (2.31)
Vv

In the problems considered within this thesis, nho matesainagnetically dissipative, i.e.
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2. Fundamentals and methods
I(wm) = 0. Alternatively to 2.31 we can calculate the absorptiomfterm 2.30.111,

(Absorption),:f S-nda (2.32)
S(V)

= fV'SdV. (2.33)
v

Using the surface integral 2.32 should always result in fomsource consumption during
computation. However, if in case of the surface integralghality of the input data, i.e. the
calculated field values, has to be higher for a comparabte erthe computed absorption,
using the volume integral may become the better choice oltlslbe noted here that whereas
in 2D volume integration and factorization of the FEM mathniave about the same compu-
tational costs, the quadrature is less computational snterthan the matrix factorization in
the 3D case. It can be seen that we have to expect a loss irsipregrhen calculating the
integrand of the surface integral, rendering this methopractical in 3D cases. Having a
closer look on how the integrands are calculated from thetrédefield, we see that, in case
of isotropic permittivities, the electric field energy dayss simply proportional to the local
permittivity and intensity of the field[Nol90],

Wi(r) = %E(r)* .D(1) (2.34)
= ZE0) - (e (Do) (2.35)
_ %sr(r)sol(r). (2.36)

The time averaged Poynting vector required to calculatediface integral is defined as[Nol90]

S(r) = R(E(r) x B(r)! . (2.37)

2o

As Maxwell’'s equations are typically only solved for thectte field, the magnetic field for
computation of eq. 2.37 has to be derived from eq. 2.16. Thead®e that has to be taken
in this step leads to a loss of one order in the polynomialesgmtation of théd field. No
precision is lost, when computing the absorption from thiel femergy in eq. 2.36. Another
factor that makes the use of the surface integral, eq. 2r@2tractive is that regions with high
local errors are often found at material interfaces. In sa#gere absorption is more a volume
effect than a localizedffect close to interface boundaries we can expect the volutagrad
to converge much quicker to a satisfying error level tharstinéace integral representation.

The diference in the convergence of the two absorption integraksgmtations can be
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Figure 2.6.: Convergence of the two post processing variants to obtain the absbebdeén-
ergy. The computational domain is depicted in the inset. Errors are ctadpu
against the analytic solution for a fixed triangular discretization and incregsin
polynomial degree of the finite element ansatz functions (see p. 26 fec-exp
tations on finite element convergence behaviour). Dashed lines esyirdse
convergence of the volume integral (eq. 2.31) and full lines the coameegof
the surface integral (eq. 2.32) formulation of absorption.

made clear by a very simple example. The inset in Fig. 2.6 shbescomputational domain
which is centered at the interface between a half space @ingira half space of crystalline
silicon. For a few exemplary wavelengths between 300 nm dfd hm the electric field
was computed using an edge length0.5 wavelengths and polynomial degrees from 1 up
to 8. The absorption inside the silicon volume enclosed lydbmputational domain was
calculated using eqgs. 2.31 and 2.32 for all field solutiongrors of the individual results
with respect to analytic values are shown in Fig. 2.6. It iglent that the volume integral
converges faster and moreover already has a smaller eraw dinite element degrees. For
geometries with field singularities at the interfaces benwmaterials the elierence between
the two processing methods gets more pronounced than iwélisoehaved case. Eq. 2.31
was chosen to obtain absorption values in all simulatiorikigithesis.

2.2.2. Justification of a plane wave model light source

The sun is an extended, spatially—incoherent thermal kglrce. In rigorous simulation
of solar cells it is usually modeled by an incoming plane watgch which is completely
coherent and has a well-defined polarization. The follovenbgsections motivate why the
plane wave model is justified for modeling of thin film solal ogptics.

The first subsection shows how to obtain polarization incehee in rigorous simulation.
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The following subsections discuss the spatial coherenmeepties of spectrally filtered sun-
light on earth. This is done along with an introduction inte optical coherence theory of
wave fields mainly developed by Emil Wolf and Leonard Mandel.

Scattering of an unpolarized plane wave

Scattering of a totally unpolarized plane wave, i.e. anlm@rent average of plane waves of
all possible states of polarization, can easily be achi@vedorous simulation of Maxwell’s
equations. We start by decomposing the incoming plane wawdwo perpendicular fields,

E"(r) = EY(r) + ES°()

. . (2.38)
Ee(r) - EX°(r) = 0.
The scattered field can then be written in a similar form,
E(r) = E3r) + EXX(r) , (2.39)

only that the fieldsE$(r), E59r) can not be assumed generally perpendicular any more.
Hence, the intensity of the scattered field is

155(r) = [ESr)? = |ES(r)I + [ES%(r)2
+ 2[R(ES(NR(ES(T)) + J(ESAN)I(ES))] (2.40)

+0 in general

whereR andJ denote real and imaginary part, respectively.
To obtain an incoherent average over all possible stateslafipation, we assume the fields
E"°(r), EN°(r) to be normalized and define the incoming field

E(r; ¢) = a(SingET(r) + CosgEN°(r)) , (2.41)

with a complex amplitude, and average the intensity 2.40 of the scattered field gyer

1 21
(15, = 5-1a° fo {sir? glES(r) + coS glES(r)PP (2.42)
+25ing cosg [REFMIREFT) + IEFNIEEO) de (243)
= JRPESOP + [ESO)P). (2.44)

So the incoherent average over all possible states of pataon may be obtained simply by
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computing the incoherent average for any two perpendiqui¢arizations of the incoming
plane wave, for any geometry. This can also be shown by thii@u@roperty of coherency
matrices [Won05, p. 101].

In certain cases the incoherent averaging over perperadigydolarized incoming sources
IS not necessary:

¢ Ifthe geometry isisotropic like a rough surface and theted@sagnetic field is normally
incident, a change of polarization direction does not clkahg result.

e If the geometry is periodic with a four—fold mirror symmettinit cell and the electro-
magnetic field is normally incident, then the solution is syetric with respect to a 90
rotation of the polarization of the incoming light.

These are the two cases which were encountered througheosittiilations done for the work
of this thesis.

Quantification of optical coherence and propagation laws

For further discussion of coherence properties in experaiasettings it is useful to introduce
a mathematical quantification of coherence by means of &letion of signals. This theory
was developed mainly by Emil Wolf and Leonard Mandel. It igefty introduced in this
section as the results will be used for discussion in thefoig subsections. The derivation
included hereunder is described in more detail in [BW59, p; BOW65, p. 237].

A two point correlation which quantifies the coherence of temnplex signals can be de-
rived from the double slit experiment, depicted schembyiga Fig. 2.7. We assume the
field V(r,t) to be a physical solution of the Helmholtz equation at a poiat timet. The
field is created by two disturbances at the pomtg,. Due to the superposition principle the
instantaneous field a can be written as

V(rd’ t) = K]_V(r]_,t - tl) + sz(r27t - t2)

whereV denotes the primary field artd, i = 1, 2, are factors combining the deterministic
disturbance at;, r, and the translation of the field to the poimt The two time constants
t;, tp are the communication times of the signals to the detectot pg A homogenous non—
dispersive medium with a speed of lightill be assumed in the following. The propagation
times are then dependent only on spatial distance and niitgmosV is further assumed to
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Figure 2.7.: The double slit interference experiment.

be the complex analytic description of the real field fiel@ihe intensity at pointq is hence
given by

[(rg,t) =V (rg, )V(rq,t)
=K1 (r o, t —t) + [KoPI(ro, t — 1) (2.45)
+ 2R{KIKV (r, t =) V(ra, t — 1)},

with R denoting the real part. If we now take an ensemble averagitefeht realizations of
the field, denoted by)e, we obtain

(1(rg, 1))e =IKe P (r 1, t = to))e + [Kal2 (1 (r 2 t — t2)e

(2.46)
+ 2%{Kik_K2F(I'1, ro,t —t,t— tz)}

where
F(rla r27t - t19t - t2) = <V*(r 1’t - tl)V(rZ’t - t2)>e (247)

represents the correlation between the field gt t;) and §,,t — t;). We further note that
<I (rl’t - tl))e = l—‘(rl’ rlat - tl,t - tl)

Under assumption of statistical stationarity, i.e. indegence of the time origin, and ergod-
icity T'(rq, ro, ty, to) is only dependent on the timeftérencer = t; — t, = (s, — $)/¢,

1 T
I'(ry,rp,7) = TI|m ﬁf V*(ry, )V(ro, t + 7)dt (2.48)
—00 -T

3 The complex analytic field \f( t) is defined from the Fourier transform of the real signal
VO(r, 1) = [T v(r, w)e “dw, wherev(r,w) = v'(r,-w), by omitting the negative frequencies which do not
hold any additional informationv(r,t) = [~ v(r, w)e™“'dw
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2.2. Optical modeling

and the ensemble average is equal to the time avetages (-); which will further only be
denoted by-). Eq. 2.46 can thus be rewritten as

(1(rg, 1)) =IKa X1 (re, 1)) + Kol (r2, 1))

(2.49)
+ 2%{KI KZF(rl, I, T)} .

For the sun and in typical measurements on solar cells theltsineous realization of the
ensemble required for ergodicity and the time independehogeasurement required by sta-
tionarity are provided. Integration times are much longantthe typical time interval of field
fluctuations and are done on stationary states. The funkfranr,, ) was introduced by Wolf
and is commonly known asutual coherence functiont describes the correlation of signals
from two sources aty, r, as a function of the time fierencer of wave propagation to a point
rg.

By Fourier transform (see also footnote 3 and [MW65, p. 240])

[(ry,r,,7) = f W(r 1, T2, w)e " dw (2.50)
0
a similar quantityw calledmutual spectral densityan be defined in frequency space.

The normalized quantity

F(r 1, r27 T)
\/F(rl’ rla O) \/r(r 25 rZa O)

y(re,r2,7) = (2.51)
known as thecomplex degree of coherenosasures the coherence as a correlation on the
scale between zero and one.

As V has been assumed a solution to a Helmholtz equdtiamd\W are solutions to a set
of two Helmholtz equations. These take the most simple famnthfemutual spectral density
W [MW95, p. 183]. The propagation of thautual spectral densitirom a plane into a half
space can be solved as a Dirichlet boundary value problefmetélelmholtz equation using
the Green'’s function. The calculation is given in [MW95, p5]L&8nd yields the propagation
integral

k\* ., i(1 1) 1 1
W(“’“""):(Z) fo o Vo) 1+R(@_§)+@R1Rz]
z= Z=

ekReR) (2.52)
X cos#; cosd, d?r’d?r’ '
RlRZ 1 2 1 2
R=Ir-ri,i=12
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2. Fundamentals and methods

z=0

Figure 2.8.: Propagation of mutual coherence from plane 2 to two pointsr’ , in an adja-
cent half space.

for the case depicted in Fig. 2.8.
When the coherence information is transferred to a planedanz = 0, i.e. the separation

of the two planes is large compared to the wavelength £ and hencdr > A, i = 1,2 or
% < k, i =1,2. Equation 2.52 can then be approximated by
k 2 k(R2—R1)
W(r, o, w) = (—) f W(r’, rh, w) coshy cosh, d?rd?rs . (2.53)
2n z=0 Jz=0 RlRZ

The propagation integral for theutual coherence functiooan be derived from equation
2.52 by applying the definition 2.50. The terms within thetaegular braces in 2.52 can be
transformed into time derivatives. After interchanging tirder of the frequency integral and
the time derivatives and a second application of 2.50, waiol§cf. again [MW95, p. 185])

C0st; cosh , R ,
F(rl,rz,T)—( )ff (R11R2)2 2fbr(rl,rz,T— 20 )dzr dr,,  (2.54)

with the diferential operato® = (1 + 22 _ BR 7y |y case of the approximation for

large distances, only the second time derivative is takenaocount.
Further simplifications can be applied for light with a navrbandwith as provided by a
bandfilter, like a monochromator. The integral eq. 2.50 carelwritten in the form

00

1—‘(rl’ I, T) = W(rla ro, M)e_i#‘rd/’t (255)

—wo
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2.2. Optical modeling

with 4 = w — wo. In the case of a limited bandwidthw aroundwg, W(r 1, r 2, 1) will only
take significant values around = 0, i.e. for low frequencieg < Aw. If Aw/w <« 1,
[(ry,r2,7) = I(r1, r2, 7)€" is the product of a slowly varying part and a rapidly osditlgt
part at frequencyvy. An electromagnetic field which satisfidsy/w <« 1 is calledquasi—
monochromatic
In the following we assume the source to be quasi-monochromih a central frequency

wo. We further assume two flierent sourcepoints to be totally uncorrelated. Under these
assumptions themutual coherence functiaof the primary source may be written as [MW65,
p. 255f]

T(ry,ro,7) ~ 1(r)d(ry — rp)e o (2.56)

wherel (r) is the average radiant intensity of the source ppointhe large distance condition
for the simplified version of the propagation of theitual spectral densit®.53 is assumed to
be fulfilled. We further assume a homogenous circular lightrse and

P
—<1,
R
wherep andR are radius of and distance to the light source, respectiVély cosine in eq. 2.54
can then be approximated as éps %pz = Wl/re)z ~ 1, i = 1,2, We further consider only

time arguments much smaller than the coherenceltiméR, — R;)/c| < 2r/Aw. Under these
assumptions eq. 2.54 can be approximated by

ko\* (1) e
[(ry,ra,7) ~ |5 | € g Ko(Re-Ru) g2y 2.57
(rar27) (Zﬂ [ AR (2.57)
whereR, = |ri—r’|, i = 1,2, and the radiating area in the source plane.ig€q. 2.57 is known

as thevan Cittert-Zernike theoremA further simplification can be applied to eq. 2.57 in the
case of normal incidence, which is most interesting in caslesosimulations for photovoltaic
applications. If the points,, r, are located in a plane parallel toat distanceR from the
primary source plane and smalk@irencesr; — r;/R < 1 and a uniform and circular source
of radiusp are assumed, theomplex degree of coherenisegiven by the Bessel function of
the first kind and the first order,

(1, r2,7) = [2Hh(\V)/V]EF 7 1| < 21/ Aw, (2.58)

with W = ko[(53 + y3) — (6 + y3)]/2Randv = (kop/R) V(X2 — %)% + (Y2 — Y1)?.
In instrumental optic$y| > 0.88 is regarded as fully coherent which equals the condition
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v<1or R
|r1 - r2| < 016/10— . (259)
o

This result and eq. 2.57 will be used for further discussion.

Thermal light sources

Thermal light sources are usually assumed to have a Gayssibability distribution of the
field amplitude (not meaning the spectral distribution,thetamplitude distribution for a sin-
gle wavelength). As the field amplitude at any point in spaagmposed from contributions
of many independent random radiators, a Gaussian jointgitity distribution is suggested
by application of the central limit theorem, cf. eq. 2.92r Black body radiation the Gaussian
distribution can also be derived from quantum mechanicabicterations[]MWG65, p. 249].
Gaussian probability distributions have specific progsrtiAll odd-order moments are zero.
The highest cumulant is of second order and all even orderentsiare functions of the mean
value and the second order moment only. So the coherencemlesa of thermal light are
effectively fully described by the two point correlation fuioctI” derived above.

The sun as a light source on earth

The above result for the lateral coherence of spectralgr&tl light, which is not completely
coherent also for arbitrarily small spectral width due te fipatial incoherence of the source,
can be straightforward applied to the sun.

The sun lies at a distance Bf= 1.496- 10''m from the earth. Its radius js= 0.5 (1.392-
10°m). The lateral length scale at which light can interact i@ fhotovoltaic applications
considered here is mainly limited by the absorption of eiligvhich should be almost complete
to the order of 16 m (cf. Fig. 2.4). This is also the distance at which multipdélections
within a millimeter thick superstrate would relate surfaceas of the solar cell. The vertical
deviation of the wave front of light of a point source at thstdnce to the sun

1x2
AfAw) = R— \JR2 - AZ ~ o= (2.60)

A,(102m) < 10 nm. (2.61)

at this typical distance is

This result is very small compared to the wavelength of lighplane wave front can therefore
be assumed to be a good approximation.
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2.2. Optical modeling

Considering the lateral coherence the requirements forcgioin of the van Cittert—Zernike
theorem, eq. 2.57, can be seen as provided as

1.392-10°m/2

~47-10% <« 1.
1.496- 101'm 0" <

p/R~

From relation 2.59 and at a wavelength.xf = 800 nm we can assume points in a lateral
distance up to
Olateral, limit = 2.7 CM (2.62)

as strongly correlated.

Considering the longitudinal coherence itis obvious fromttime argument in the integrand
of eq. 2.54 that the longitudinal coherence interval shdmddarger than the lateral interval.
To approximate the longitudinal coherence interval we g@asume a circular and uniform
source to make eq. 2.57 applicable. We now consider two galong the normal direction
through the center of the source with

Ri= vpZ + a2 (2.63)
R, = vp2 + (d + Ad)? (2.64)

wherep is the radial coordinate from the source center dn@d + Ad) the normal distances
of the two source points to the source. We define /1 + '3—2 > 1 and rewrite the above as

R, = do’ (2.65)

2
R,=d \/p’2 - 2Ad - (A—d) : (2.66)

d d

Under the assumption th4f < 1 we obtain

A A
R, ~ do" + —d + O(—d) (2.67)

o d

and are able to evaluate
A
R -R ~ d (2.68)
d? 1

~ 2.69
RiIR, p2+4d (2.69)
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where we again neglect the term%fin the denominator. In the following we want to relate
two secondary sources at their respective positions, iNenghe situationr = A—Cd. With

the assumption of a circular homogenous source and theor&dat(o’) = d+/p’? -1 and
9 — 24 e can approximate the integrand in eq. 2.57 as

o =
r 1 ckoReR) g 270
(rl’rZ,T)OC 0 pRlee /Y ( . )
V:I-"'(psun/d)2 1 i 1
:f —e ot do’ . (2.71)
1 1Y%

The above formulation was evaluated numerically using &a€ionrod quadrature rule. The
resulting curvdy| is of a similar shape as eq. 2.58. Applying the coherencevalteondition
ly| = 0.88 from instrumental optics the longitudinal coherencervil evaluates to

Slongitudinal, limit & 20 Km (2.72)

for light at a wavelength oft = 800 nm. This interval is far longer than the vertical or later
dimension of the solar cell.

Conclusion: No special limit on spectral width was taken into account émpute the
results on lateral and longitudinal coherence. The resum#sdependent only on the spatial
incoherence of the source and geometric parameters. Fabthve considerations a plane
wave is a suitable source model for rigorous simulation Wwisalose to the conditions gener-
ated by spectrally filtered sunlight. Spatial coherenceeries of the primary source do not
need to be considered any further. When required by the sietlggeometry, incoherence of
the polarization can easily be modeled by incoherent avegagf two perpendicular states of
polarization.

2.2.3. Incoherent superstrate coupling

The polycrystalline solar cells which where of interestidgrthe work on this thesis are
suitable for deposition in the superstrate layout, cf.ieec®.1.4. In this case the illumination
takes place through the millimeter thick glass layer on Wwtitee thin film solar cells were
deposited. Total internal reflection of light at the glasis interface leads to a superstrate light
trapping €fect which may result in additional absorption and hence ladrigurrent generation
in the solar cell. The superstrate is by far too thick to béuided in the finite element domain.
It is further only 1D structured and can therefore be represkby a transfer matrix solver,
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2.2. Optical modeling

as described in section 2.2.1. This 1D problem was couplégetdinite element problem of
the textured solar cell in an iterative way. As describedeiction 2.2.2 the rigorous solution
of the solar cell system for incoming sunlight with a verynoar bandwidth filter also needs
to include all interferencefiects caused by the resonances within the glass supersitae.
typical measurement setup employs a larger bandwidth asidasssed hereunder.

The superstrate coupling implemented for the simulationkis thesis does not represent a
completely incoherent coupling of the superstrate. Th@ahhad to be made for reasons of
computational #ort. The implemented coupling algorithm will be dicussednare detail in
the following subsections. However, also a completely Imezent coupling will not describe
the experimental case correctly. The only way of computhng éxperimental result is by
using a fine wavelength sampling and incoherent averagiagtbe experimental bandwidth.

A thick planar resonator in view of a typical monochromator bandwidth

If the bandwidth of thermal light employed for measurementat very narrow the rigorous
solution at a single wavelength is still valid but an incargraveraging needs to be carried
out over a characteristic ensemble of states to obtaintsesuiich are comparable to the
experiment. This can be achieved by computing an incohenesrage over the wavelength
range of the measurement device. Typical measurementssesgomonochromators with a
finite bandwidth of at least a few nanometers in the visibld aear—infrared range. The
employed light sources are usually high pressure gas larhphwemit a broad thermal light
spectrum and hence need to be treated as incoherent liglesesou

We first consider a planar resonator as the superstrate mdueinterferometric free spec-
tral range of a planar resonator is defined as

2

A N —
A(1.6) 2nl cosg)

(2.73)
whered is the propagation angle,the refractive index antlthe thickness of the superstrate
layer. The free spectral range is larger for higher wavealeagd propagation angle. Assum-
ing a glass superstrate thicknesslef 1mm, 2 = 1100nm,0 = 85° and r=1.52 the free
spectral range is stihi < 5nm. For propagation anglés< 60° we haveAl < 0.8nm.
Modes propagating under large angles are only highly oeclipi rare cases. If we assume
a wavelength independent typical bandwidti\@f,onochromator= 5 NM of the light passing the
monochromator also light propagating under very high pgagian angles is averaged over
more than one period of the interference pattern. In thevofig the coherent coupling will
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2. Fundamentals and methods

first be explained. Then the incoherent coupling conditiavsich result from wavelength
averaging, will be derived and discussed.

Coherent coupling of two sub—domains

Coherent coupling of two sub—domains can be achieved Wehptiising an additive Schwarz
iteration [Bj@88; Sck07]. In the two domain case the iteration is started from theodpled
case and keeps adding scattered fields of the subdomairsit@tming field of the respective
other subdomain until a desired level of convergence ishedc In the following the two
subdomains will be denoted by subscripiliterations will be denoted by superscripts in
braces. The two linear operators calculating the scattieeétiof a subdomain towards the
other subdomain will be denoted By ,. The initially incoming fields are denoted by, and
the scattered fields in iterationby u(l”)2 The iteration is initialized by

u® = Ay (2.74)
u® = Ay (2.75)
and then carried out as
U™ = Ag(iy + ud?) (2.76)
U™ = Ag(ip + ul) (2.77)

until the convergence level is reached. In the case wihef® then-th iteration reflected field
from domain 1 can be written as

n-1
U = (1 £ (AAy)

=1

u (2.78)
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Using this form the integrated intensit{’ of the fieldu!” is

0 = 279)
n-1 _ n-1 .
=u” [1+ D (A [1+ > (AA)! | u? (2.80)
=1 j=1
=u’ [1 (2.81)
n-1 n-1
+ D (AA) + Z(AlAz)k (2.82)
j=1
n-1 n-1
£ D (AAD (AA)" (2.83)
1=1 m=1
l#m
n-1
+ Z(A*Ai) (AsAp) UV (2.84)

where-* denotes the complex conjugate transpose.

Incoherent averaging under the condition of a separation of scales

In case of the solar cell we assume a very narrow free speatngke for the superstrate, as
already discussed above. For incoherent decoupling theréeksolar cell is assumed to have a
wavelength independent response infisiently large wavelength interval around the central
wavelength. We denote the operator of this wavelength iedégnt domain by subscriptand
the wavelength dependent operator representing the stgtersy-,. Wavelength integrating
eg. 2.79 over the intervaélAsoyrce@roundigoyrceWe get

1 Asourcet Adsource/ 2 ® ) 2
f 117 (Q)da = |ul”

A/lsource Asource~Adsource 2 —
|
1 Asourcer Adsource/ 2 n-1 2 (2 85)
‘ f 3 (ArA )Pl | da
A/lsource Asource~Adsource/ 2 k=1

for a suitableA AsourceWhich is a typical common period of the oscillating parts@f2.79. The
terms 2.82 and 2.83 which consist of sums of complex congugdtiends have zero average
contribution to 2.85. In case of a solar cell the term () in 2@5 holds the contribution
from the first pass through the cell and term (II) holds thetigbution from superstrate light
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trapping. The latter term is now considered for two separases.

In the specific geometry considered here the oper&ir) is supposed to represent a trans-
fer matrix system. The operatofg, A, hold the scattering information in terms of Fourier
modes. A discrete spectrum as in case of a periodic geonwaigsumed. The field quan-
tity u(ll) holds the Fourier cd&cients of the field. In this basi&,(1) is diagonal as it doesn’t
correlate diterent Fourier modes. The operator can be written in the fdranppoduct,

As(1) = BO(), (2.86)

whereB represents the absolute backscattered amplitude®@dhe matrix of phase factors.
We assumd constant within the integration interval. If furth&g does not correlate fierent
Fourier modes this operator is also diagonal and exchangbsBrand ®. This is the case
if A; also represents a 1D structured domain with planes pataltbe superstrate interface.
In that case we can writd; = C¥, whereC is the matrix of absolute amplitudes a¥tthe
matrix of phase factors, and get

A/lsource AsourceAdsource/ 2

Asourcet Adsourcd 2 n-1
[T = 0+ Y [cmrlf (2.87)
k=1

which adds up intensities from subsequent iterations amdnsmonly used for incoherent
coupling in 1D systems.

If A; is not diagonal, i.e. the operator correlates theedent Fourier modes as in case of a
2D or 3D textured scatterer, a wavelength dependent imesrée pattern will also be created
from the superstrate light trapping term in eq. 2.85. Gdheadl addends in the integrand
can be written in the form of a wavelength independent couation and an interference term.
The diference in the matrix elements of the operators is only in@Ffeors. The incoherent
average over a common charactistic wavelength intervall gfhease factors decouples the
different Fourier modes and allows to incoherently add up tlemsities of all Fourier modes
within each iteration.

Discussion of the incoherent averaging with respect to the solar cell layout

In case of a solar cell the operatdkg A, are both lossy due to absorption or reflection out of
the system. Higher order terms in eq. 2.79 therefore carigidecreasing amounts of energy
to the solution. The lowest order coupling terms in eq. 2 &%lphase factors as discussed on
eg. 2.73 and should vanish when integrating over the mooatdor bandwidth. The second
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order term
n-1

n-1
AP = |(ABo(D)UP[ (2.88)
k=1 k=1

does have contributions which oscillate at thiedence frequency of phase factors. Crucially
low difference frequencies can occur between Fourier modes whigtagate at low angles
to the stack normal. However the loss by transmission thralig superstrageir interface is
very high for these modes so that their contribution are rpéeted to be very important.

Generally the validity of the incoherent coupling desdatliladove is dependent on the con-
dition thatA; and B are independent of the wavelength over the integrationeafdis as-
sumption can be violated at steep flanks of resonances. Ihgasss of the light trapping
concepts discussed within this thesis resonances are rawefy high quality and do not
show steep flanks. In some cases isolated narrow resonarmas lout their contribution to
the wavelength integrated cell absorptance, which is thet in¢eresting quantity for photo-
voltaic application, is low. In case of the back reflectiorei@iorB, large changes in narrow
wavelength intervals occur in conditions when a Fourier ensdclose to the angle of total
internal reflection.

For a rigorous simulation of the domain coupling also inicait wavelength ranges the
incoherent averaging needs to be carried out explicitlye ¢omputational fort of this is
very high as the finite element solution needs to be computadtbage number of wavelength
evaluation points.

Details and discussion of the implemented algorithm

The domain coupling is implemented in an iterative way. loheieration incoherent target
guantities like absorption and reflected intensity areudated and summed up with results
from previous iterations. The finite element method is eslgcsuitable for this type of
coupling as the LU decomposition of the finite element mateeds to be calculated only
once and can then be used to solve maifigtent source configurations.

It was found that, employing the incoherent coupling as dlesd in eq. 2.85 with com-
pletely incoherent Fourier modes, a major bottleneck irutation consisted in evaluating the
post—processing functionals for absorptance calcula@Gamsidering a 3D computational do-
main of 2um domain width, for example, 45 volume integrals over the potational domain
need to be calculated at= 800 nm to obtain the absorptance matrices required for grest
coupling. It was therefore decided not to implement the detaty incoherent transfer. In-
stead we decouple incoherently between iterations andataielen the Fourier modes within
one iteration. This means that, in the form of the incoheresponse given in eq. 2.85, the
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wavelength integration was not carried out,

n-1
lsimutated) = [UPD] + D |(A()BOD)Y U] (2.89)
k=1

Due to reflection and absorption losses this form requirdg arfew iteration steps in all
cases, usually 3 to 5, for a convergence to an energy errassfthan 1%. The required
computational costs of this implementation are considgrakver compared to the complete
decoupling of the Fourier modes. This kind of superstratgting was therefore found suit-
able for 3D simulation as well. The required post—procegsgias parallelized in Matlab using
the package MatlabMPI

The implemented superstrate coupling is clearly an appration to the incoherent super-
strate response but the simulations presented in thisstdesnonstrate that superstrate light
trapping éfects need to be integrated in solar cell simulation. For edatnal reasons this
could only be done in the presented way. It should furtherdiedhthat the wavelength inte-
gration of this solution for a fine wavelength sampling skicagjain yield the rigorous result
if the separation of scales, which was discussed aboveplgaple.

2.2.4. A note on error measurement in the optical simulations

Integral values of absorptance, transmittance and refleetare the quantities of interest in
solar cell simulation. These quantities measure the ptigooof the incoming power ab-
sorbed, transmitted or reflected on a scale between zeraendrothe convergence studies in
this thesis the computational error is measured as the @tasae error within the individual
absorbing layers of the solar cell. Usually, relative em@asures with respect to an analytic
or high quality numerical solutioAeference

“A - Areferencé'

relative absorptance erros : (2.90)
||Areferenctla|

are used in numerical analysis. However, the use of a relatior measure can be misleading
in the interpretation of absorptance errors. In cases ofwaalesorption coficient or very
small material volume the relative error can be very highsimme material’s sub—volume of
the computational domain, as affiext of a very smalPeference The global error may instead
be very small already.

‘http://www.1ll.mit.edu/mission/isr/matlabmpi/matlabmpi.html
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Layer resolved error analysis was used for convergencgsiaah this thesis to ensure the
validity of the conclusions on fferent sub—volumina drawn from the simulations. The applied
error measure for most simulations is the absolute abswretscale, i.e. errors are measured
as

absorptance erroe:||A — Areferencel - (2.91)

In many cases the relative error is also presented for refere

For solar cell &iciency calculation, integral values of the absorptance tdwe working
spectral range of the device are the most important outpamtify. Their accurate compu-
tation does not require high precision at wavelengths whabsorptance is low. Also for
experimental comparison a very high spectrally resolvedipron is not necessary. Absolute
errors of 0.01 on the absorptance scale were used as desetheeshold in most cases.

2.3. Monte Carlo simulation

In Monte Carlo type simulations with random samples the cayermce of integral averages is
given by the central limit theorem. We consider a random $amik identically distributed
random variates(, i = 1,...,k with a common expectation valyeand variancer?, which
can be assumed in case of a Monte Carlo experiment. The clemitaheorem states [Weill,
Gey92] that the variate

k
Sy = Z X; (2.92)
i=1

approximates the gaussian normal distribution with meuneyaand

~l =

o5 = —. (2.93)

A convergence behaviour o\f/—E is therefore expected for the tolerance interval of sample
averages in the Monte Carlo experiment. Given a required ésterance for the result of
the experiment an appropriate sample dizean be determined fromr. In this thesis the
standard error intervats, of the sample average is estimated by using a finite randowf set

representations to estimatefor the whole population.
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2.4. Modeling of the device geometry

2.4.1. Characterization and synthesization of random surfaces

The statistical measure predominantly used for rough seidharacterization in photovoltaics
is the root mean square roughnéss, i.e. the standard deviation of the height. Correlations
of haze and,s as well as between haze and light trapping properties haame sf®own exper-
imentally within several TCO (transparent conductive oxigehnologies [LGHO04; Dat06].
Daudrix [Dau+06] also investigated whether the correlation betw&gpnand haze was given
across diterent TCO technologies and found that this was not the cases rd@dt mean
square roughness provides no information about laterakladion properties of the height
data. Other characterization quantities for rough sugased in photovoltaic research are the
distribution of local angles [Sch09; Agl0] and the height autocorrelation function (ACF) or
power spectral density (PSD) [Dara0]. In view of random rough surface synthesization the
height ACF is particularly easy to handle and therefore wasl @s the main surface charac-
terization quantity within this thesis.

Surface height distribution and autocorrelation

The height distribution of the rough surfaces considereithisthesis are unimodal distribu-
tions around their mean values. In dependence on the maadfecprocess, the distributions
can be symmetric or have a skewness, as depicted in Fig. Be9skewness can also be seen
in the height autocorrelation [Whi97].
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Figure 2.9.: Schematic of height distributions (left). Skewness of the distribution may be a
result of a characteristic manufacturing process (right).
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2.4. Modeling of the device geometry

Height autocorrelation functions provide information abthe height correlation of two
points as a function of their distance. The 2D spatial autetation function of a real valued
signal f(r), r € R?, is defined as

ACF(f; d) = f

R

F()f(r +d) d’r [o? (2.94)

whith d € R? and the variance? of f. This definition can be rewritten in Fourier space,
providedf has a Fourier representation,

ACF(f;d) = f £ (k) f ()" dk [o?
_ f (|f“(k)|2/az)ék-dd2k (2.95)
]R2
= f PSDK)e"d d’k .

where a hat denotes the Fourier transform and an asterigtothplex conjugate. The auto-
correlation of a signal is the Fourier transform of the slgmewer spectral density.

If the signal is periodic or periodified the tercircular ACF is often used instead &CF.
Within this thesis all ACF data is generated as periodic dataguthe fast Fourier transform
and the term circular will not be used as no distinction isessary. Surface height data is
usually provided in the form of AFM scans on a cartesian ggidh extents of gum x 6um
to 18um x 18um. From such a data set the circular autocorrelation funatan be rapidly
calculated using FFT. The determination of the non-peciaditocorrelation function [Wu00]
would require more surface data and a longer time for contiputa

If the surface texturing does not have a preferential dwadhe 2D ACF is isotropic and
can be represented by a radial ACF. A schematic of a radial A@Htyypical characteristics
for the surfaces discussed in the chapter about rough sulifglat trapping is depicted in
Fig. 2.10. A few characteristic points have been markediwitie drawing:

A The shape of the autocorrelation function in the vicinitgefo determines the sharpness
of events [Whi97].

B In the context of spatial autocorrelation data the tawrtocorrelation lengttoften ap-
pears as characteristic measure of the width of the disimibbu It has, however, no
natural definition. Exponential autocorrelation funcsare often defined as

3 (i)v] (2.96)
lac
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so that ACFlxc) = 0.05 [Abr97]. For the simulations within this thesis a gaussia
distribution in the common form

2
ACF(d) = exp|—% (i) } (2.97)

gac

was chosen. The autocorrelation length was computed frerdefinition above as

|AC = \/BO'AC . (298)

C Negative values and oscillations of the autocorrelatiorcfion can be related to pro-
cessing or growth characteristics [Whi97].

A(A

ACF

Figure 2.10.: Schematic of the typical form of a 2D isotropic height autocorrelation function.
Characteristic points marked with letters are explained within the text.

ACF based random surface synthesization

An ACF based random surface synthesization method was ingpied relying only on Fourier
transform and random phase generation. Using the defirfitiothe PSD given in equation
2.95 a single periodic rough surface representation is coeddy applying the inverse Fourier
transform on the product of the surface standard deviatigg the square root of the PSD
and a sample of random phase factors [Wu0O]:

Ziand % Y) = IFFT| 0yms +/PSDy, ky)  grendeks) J (2.99)
e

random phase sam
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2.4. Modeling of the device geometry

The only constraint on the choice of phase factors is thabvkit@ined signal needs to be real.
For this reason phase factors can not be chosen completalydm but have to be symmetric
when taking the complex conjugate and point inverting aotfigin.

The synthesization procedure from height ACF data deschligestjuation 2.99féectively
assumes that phases in Fourier space are completely uatedre If the characteristic fin-
gerprints of the manufacturing process of an experimentdase are strong it is unlikely
that phases are completely uncorrelated and a random abfgiteases might not produce the
desired result.

Surface angle distribution

Due to the loss of phase correlation the height ACF does notigedknowledge about the
local angle distribution on the original surface with respte a reference direction. Agrawal
recently suggested to use both the height distribution haddcal angle distribution as de-
scribing distributions for rough surfaces in photovol&giggr+10]. Within this thesis the local
angle distribution is used as additional quantity to chiarée synthesized surfaces.

The local local angle with respect to a reference directenmloe calculated from the local
normal vector as follows. For a scalar fidt{x, y, ) in three space dimensions, the gradient
points in the direction of the greatest increase of the fi@ten a height distribution in the
form

z=f(xy) (2.100)

the implicit function

can be defined which is zero on every point on the surface andeno in its vicinity. The
local normal vector of the surface can thus be computed as

VF.(X Y, 2

nxy) = ———————. 2.102

9 = 9E. ey, (2102
The surface angle to the reference direczamthen given by
z-VF.(X Y, z))

A(x,y) = arcco ———| . 2.103

ey IVF. (Y. 2] (2.109)

Within this thesis the sign df.(x,V, 2) is chosen such that- n(x,y) is one if the surface is
locally parallel to thexy—plane.
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non-planar modeling
and surface meshing

pythonocc

r interface j

| Open CASCADE SMESH library | !
'| CAD library for meshing |
! Open CASCADE E

models

!

netgen meshing
library (nglib)

planar modeling

' | SVG files |
: —py implements union <+——— | surface mesh shelling | |

and surface meshing__ . 3D meshing
import and poly- E i | surface mesh extrusion
gonalization of : . and tetrahedral
Bezier paths from | 1| division
' hash-based mesh class '

difference and
Polygon library intersection operations and t_etrahedral
division

tetgen interface

triangle interface

_________________________

""""""""""" mesh export class

- adds PML layers and
boundary markers to mesh

- writes .jcm export file for
JCMwave solver

Figure 2.11.:Main elements of the python based geometric modeling and grid generation
toolbox. Public domain sofware included in the toolbox is marked by italic
letters.

2.4.2. 3D CAD modeling and unstructured grid creation

In contrast to 2D where a geometrical description for a speselved simulation can usually
be easily found on the basis of a polygonalization of objdwsepresentation of 3D objects
and an éicient grid generation based on this description is far moregicated. This section
describes the grid generation toolbox used for the 3D sitimua of solar cells with rough
surfaces in section 3.5 and the simulations of periodiatestin chapters 4 and 5.

The grid generator implementation was especially targetedrds periodic mesh genera-
tion for layered media stacks with arbitrary interface tegt A divide—and—conquer strategy
was employed to build a robust mesher. A stack of layers is€efin a first step. Each layer is
then meshed separately with an appropriate algorithm.eghaterfaces are propagated from
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2.4. Modeling of the device geometry

meshed layers to adjacent unmeshed layers. In rare casestdfing errors at the shared
boundaries due to point insertion during volume meshingetiners are fixed and the layers
are remeshed if necessary. Specific implementations werefdo layers with inclusions and
very thin layers which commonly lead to very poor grids whe&Degrid generator likéetgen
or netgens naively used. The periodic boundaries required by theefelement solver are en-
forced by boundary mesh projection from a primary boundacg fto its opponent secondary
face.

The scripting language “python” was used for implementatidhe package makes ex-
tensive use of other public domain packages for geometrigetig and meshing. Its main
components are depicted schematically in Fig. 2.11:

e A hash-based grid implementation serves as an interfasgebetthe dierent grid
generators. It stores geometrical elements according tash tialue computed from
their point coordinates. The hash value is obtained frontiagstepresentation of the
coordinates with a user—defined precision of the representaHashing errors can
possibly occur due to known problems of floating point repmégtion when using this
hashing algorithm. No errors were detected during use solfae grid representation
implements union, dierence and intersection operations. Each mesh elementecan b
assigned with arbitrary data attributes, e.g. materia.dat

e The pythonOCC [Pyt] interface to th@pen CASCADEOCSO01] package and the Net-
gen [Sch97] package was used for geometrical represamtatio meshing of curved
3D surfaces.

e For creation of complex 2D models with curved interfaces @macing of curves in im-
ages a SVG parser was implemented. The parser reads cooimts pf Bezier paths
from the SVG which are transformed into an internélzier representation which uses
an implementation of de Casteljau’s algorithm. The bezipragentation is polygonal-
ized using a segment length constraint for further use. ifhdementation was used
for reconstruction of the unit cell of a periodic texturerfrd EM data in section 4.2.2.

e The Polygon python interface to the polygon clipping libragpc® was used for set
operations on polygons in 2D.

e The 2D grid generator Triangle [She96] was used for meshiadl planar surfaces.

Shttp://www.cs.man.ac.uk/~toby/alan/software/
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e Tetgen [Si09] was used for tetrahedral volume meshing ofalimes except for thin
layers.

e Thin layers were volume—meshed using a custom implementatnich employs a sim-

ple extrusion algorithm and subsequent tetrahedralizalio/o different cases of extru-
sion were implemented:

— Vertical extrusion intz—direction.

— Shelling of a surface in the direction of the surface normatmsure a constant
normal thickness of a curved layer. Boundary points of thealarare vertically
shifted in this algorithm. Depending on the parent grid digorithm can fail as

surface triangles may collapse or generated tetrahedragsntersect with each
other.

¢ A mesh export interface into tRECMwavemesh format adds PML boundary layers and
periodic or domain boundary markers before exporting thelme



3. Random surfaces for light
management in thin film silicon solar
cells

This chapter presents optical simulations of crystallme film silicon solar cells with rough
interface textures. The key contribution of this thesis iomsation of solar cells with statisti-
cally rough interfaces lies in the characterization of timeusation itself. In contrast to many
of the commonly used simulation approaches a rigorousisalaf Maxwell’s equations on
space discretized simulation domains is employed. Rigonoodeling of layered systems
with rough interfaces has become increasingly popular dahing the last few years. Despite
of the use of a discretized geometry and rigorous simulatitew model error sources need
to be considered. To establish a clear identification of rheder sources we generated and
applied synthesized rough surface data.

The analyzed model error are introduced in section 3.3.2etailed error analysis on sim-
ulation of 1D rough surface slices can be found in sectiohdZnd 3.4.2. A characterization
of the same errors for simulation of 2D rough surfaces cabed in section 3.5.1. In section
3.5.2 the results of the simulation of solar cells with 2Dgbsurfaces and of identical cells
with 1D rough surface slices are compared. Further a cortipaustudy was done between
rigorous simulation and the implementation of an approxensalver based on statistical scat-
tering and 1D simulation. The results of this study are preskin section 3.6.

3.1. Introduction

3.1.1. Prior work

The Yablonovitch limit

Rough surfaces have been playing a major role in the light gemant of light absorbing
and emitting semiconductor devices for a few decades alresttention was drawn to them
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3. Random surfaces for light management in thin film silicolaiscells

through the predicition of theoretical limits, initiate¢ the work of Yablonovitch on sta-
tistical ray optics [Yab82]. In his initial paper he used #Brgument that for a material vol-
ume bounded by randomizing surfaces in one direction a gtedieectional randomization
of the radiation inside the volume could be achieved, prdithe escape probability was
low enough. Yablonovitch stated that if that condition so&dfew total internal reflections
would be stficient to completely randomize the field. A small escape camebe realized by
high refractive index materials like silicon. Using thewasption of complete randomization
Yablonovitch predicted an absorption enhancemennéfdr bulk absorption, whera is the
real part of the refractive index. The limit is valid only werdconditions of weak absorption
as e.g. close to the indirect band edge of silicon. Yabldobvachieved a good comparability
between his predictions and the measured reflection fronDar@5hick crystalline silicon
wafer with rough surfaces. Deckman provided further expental results for @5um thick
amorphous silicon layers [DRY83], i.e. in the thin film reginHe measured an absorption en-
hancement of only® which he claimed being due to the lack of a rear reflector. @rbtsis
of Yablonovitch’s theory Tiedje [Tie84] derived more detailed limit predictions for the limit-
ing eficiency of silicon based solar cells, taking into accountate recombination, Auger
recombination and free carrier absorption as loss mecmanisle estimated a limittéciency
of almost 30% for a 10Am thick crystalline silicon cell with light trapping at Yadrovitch’s
limit and under AM1.5g illumination. Tiedje indicated tHanit is close to the ideal radiative
recombination limit 32.9% of a solar cell with unit absogptiat energies above the indirect
band edge.

Yablonovitch’s theory is a good approximation if the scaitig angle upon entry into the
solar cell and subsequent reflection angles are not straogiglated. Due to ratios of texture
feature size and layer thickness=¢f this is hard to achieve in thin film solar cells. In many
fabrication processes the scattering texture is furthezmeplicated from the substrate to all
other interfaces during the deposition process. Thus by fainall distribution of reflection
angles can be available for an initially scattered beamaritlze doubted that the limit derived
by Yablonovitch [Yab82] under specific assumptions on scaug) statistics and in a pure
ray tracing picture holds under these circumstances. €urtbre the estimates obtained in
[Yab82; Tie+84] treat a single finite material layer and assume the inagrand outgoing
flux probabilities through its interfaces to be known. In moomplicated setups composed of
a few finite layers, as found in every solar cell, these qtiastare usually not straightforward
to obtain. Also the layered system can in general not be géedwany more between the
different layers which renders analytic approachéicdit.
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3.1. Introduction

Computer simulation

To provide reliable estimations of the absorptance of ceteptell designs at low computa-
tional efort, approximate solvers for multilayer geometries withtsering rough interfaces
have been developed in the past decade and were succesgipligd to solar cell simula-
tion [LPS94; KST02; KST03; Ki+03; Krc+04; SPV04; Lar1l]. They combine coherent
transfer matrix algorithms for flat multilayer stacks anddherent ray tracing methodswhich
apply a scattering transfer function at every rough int&faDuring simulation the incoming
power flux is empirically divided into two components, a direoherent and a scattered in-
coherent component. The two components are then simulapedagely and finally summed
up to obtain the partial coherent response of the systenthEacattering behaviour at rough
interfaces angular light distributions in the far field ass@amed to be valid independent of the
layer thickness. For a long time the availability of far fistwhttering data between all material
pairs in the device has been an issue in the use of these rsg®icheasurements can usually
only be performed in air. But recently scattering integraddzthmethods have been developed
to directly obtain ARS data from measurements of the surfamg@hology between arbitrary
material pairs, satisfactorily resolving this issue [JZD8m+10; JAg+11]. Experimental com-
parisons such as indd+11] often show a good comparability to the approximate smhst
but to the knowledge of the author of this thesis no detaiteadyesis of possible error sources
has been reported yet.

Rigorous Maxwell solvers

The use of rigorous solvers for Maxwell’'s equations for ogitisimulation of solar cells with
rough textures is not as widely spread as the use of appreéxisadvers. Simulations of com-
plete solar cells with 2D rough textures have been repogedfbw groups only. Publications
are known to the author from Fahr and Rockstuhl {B8; FRLO8], Jand| [Jan10; Janr-11],
Agrawal [Agr+10; AF11] and Lacombe [La€ll]. In surface scattering simulation for radar
sensing applications a similar methodology has been vetlydseeloped and characterized
[DBO7; HSB95; MLS09; PY04; Sim04; SML09; WCO01; ZK00; B+@0]. For simulation a
Monte Carlo sampling of rough surface patches of finite extensually performed to obtain
statistically averaged target quantities. Isolated genasecombined with localized incoming
fields are preferred to periodic geometries to avoid sintaartifacts due to the periodi-
fication. For solar cell simulation a laterally periodictseg with a simple incoming plane
wave is preferential for the interpretation of the variongmgy fluxes inside the multilayer
cell structure. This is the configuration used by the autimat the other groups referenced
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3. Random surfaces for light management in thin film silicolaiscells

above.

3.1.2. Challenges and contribution of this thesis

The main challenge in rigorous simulation of solar cellshwibugh interfaces is certainly
the representation of an extended scatterer. At wavelsrajtbve 900 nm, where absorption
codficients are small and light trapping by the textured surfa&@sost important, light can
propagate many micrometers within the layers of the solawahout substantial damping, as
illustrated in Fig. 2.4. Rigorous simulation of domains wstich a geometric extent is, at least
in 3D, not possible with current computational resourcdseré&fore a Monte Carlo sampling
of small surface patches is usually employed. A lateral dampcondition needs to be chosen
for these surface patches which is artificial with resped¢htexperimental conditions. An
error may be induced in the simulation result by this choiceé the Monte Carlo sampling
may not converge to the same average as found under expé&ilmenditions. The problem
of unknown lateral optical correlation lengths and domaae sfects in rigorous solar cell
simulation was briefly discussed by the author of this thgsis+11] and also recently by
Agrawal [AF11] but no consequent analysis of this error seuras been published yet. Also,
no results on the typical convergence of the Monte Carlo sagpi these kind of simulations
of solar cells have been published yet.

The work on optical simulation of solar cells with rough irfiéees presented in this thesis
is a fundamental characterization necessary for any kindlafble predictive simulations in
such complex optical systems. The main points adressedsinvtirk are surface modeling,
characterization of optical simulations and evaluatioarapproximate solver:

e Any kind of texture optimization by simulation requires aogeetric modeling. In sec-
tion 3.2 the performane of a height autocorrelation funtbased surface sythesization
algorithm for rough surface modeling was characterizet véspect to two dierent ex-
perimental TCO roughness types. Modeling surface roughoasbe preferential when
working with small lateral computational domain sizes. histthesis the characterized
synthesization was used as a basis for the characteriz#ttbe optical simulations.

e The multilayer geometry of solar cells, material properaed the requirements on out-
put data make it necessary to fully characterize the sinomatigorithm before using
it to make any predictions. For this reason an extensive noaieharacterization was
done as part of this thesis for 1D and 2D rough surfaces i sels. The characteri-
zation for 1D rough surfaces is presented in sections 3rd13a4.2 and for 2D rough
surfaces in section 3.5.1.
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e The results of 1D and 2D rough surfaces based on identidadtoettures and interface
height distributions are compared in section 3.5.2.

e Most optical simulation of solar cells with rough interfadextures is still done using
approximate methods. Using the characterized rigorouslation a direct comparison
between rigorous simulation and a scattering based siorulas performed to obtain
error estimates for an approximate 1D solver and a critieahgetry. The results of this
analysis are presented in section 3.6.

3.2. Random surface synthesization

Random surface modeling is generally necessary wheneveeasurement data is available.
This may be the case in optimizations of the surface morgyple.g. with respect to light
trapping properties. Rough surface models have alreadydraptoyed for light trapping op-
timization by Fahr and Rockstuhl [FRLO8; Ret0]. In this thesis, synthesized rough surface
data was applied for a filerent reason, namely to obtain a clear separation of tiierelnt
error sources which influence the simulation result. Theliregqnent for using synthesized
data results from the simulation strategy of computing thexage of a sample of small sur-
face representations instead of one large representafiosections 2.3, 3.4.1) and the choice
of lateral boundary conditions which comes along with thiie implemented surface syn-
thesization, according to eq. 2.99, removes an error saungeh is present when relying on
experimental data, thus allowing an unbiased characteneaf the remaining error sources
of the simulation, which is the main focus of this chapter.isTiationale for the choice of
synthetic surface data is detailed in the following:

In the implementation of the optical scattering problemhaf film solar cells with rough inter-
faces, it is preferential to apply periodic boundary caod# at the sides of the computational
domain for diterent reasons, described in sections 2.2.3 and 3.4.2. Wirenexperimental
data for simulation, the data window can simply be set p&iodthe periodification can be
realized using a mirroring technique. These two cases quietdd schematically in Fig. 3.1.
Both methods lead to the creation of geometric features tieah@t present on the original
experimental surface. In case of the simple periodificatiotihe data window rims with ver-
tical jumps of the surface data are created at the domaindaoi@s. In case of the mirroring
method, ridges are usually created at the domain bounddriesse geometrical features can
be a source of artifacts in the optical simulation, espicetl metal interfaces where plas-
monic dfects can lead to strong field localizations. The artifaaisiaed by rims or rigdes at
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unaltered periodification surface mirroring
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Figure 3.1.: Schematical representation of trivial surface periodification and pericatifon
by mirroring of the height data. Problems that can occur at the domaimbe
aries are highlighted by sample profile lines.

the domain boundaries are not clearly separable as an euaresfrom the error induced by
the limited domain size and the periodification. For an asialpf the model error induced
by limited domain size and periodic boundaries it is themefareferential to rely on periodic
surface data which is automatically smooth across the gherimundary.

In practice the magnitude of the errors induced by rims ateggat the domain boundaries
may actually be small enough to allow good comparabilityhe éxperimental case. This
mirroring method has recently been used by Jandl for 3D sitimur of solar cells from exper-
imental data [Jan10; Jar-11].

Surface synthesization was performed from height autetadron data using the FFT based
algorithm described in section 2.4.1. In view of a possilsie ior morphology optimization in
the future, the synthesization procedure was tested onit¥ereht typical TCO morphologies:

FTO Fluorine doped tin oxide (Sn{F) substrates with rough surface morphologies have
already been an industry standard rough TCO for the depo%fithin film solar cells
for quite some time [Ber99]. A commercially available textured TCO sample was used
for the characterization. The AFM data was provided by byoich

AZO Aluminum doped zinc oxide (ZnO:Al) substrates combine gtraehsparency in the
visible range with a low sheet resistance [CT10]. Dependeithe choice of the depo-
sition process and post—deposition etching a large vaofatgndom surface morpholo-
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gies can be created [Da06]. The requirement for rapid deposition on large areas in
PV device production brought sputtered ZnO:Al substratés the focus of research
during the last decade. A distribution of crater—like cahitextures can be created
from these substrates when post—processed by chemicaigtchize and shape dis-
tribution of the texture can be tailored by adjusting depasiand etching parameters
[Klu+04; Ber07a]. The surface sample used for characterization belsvpravided

by Forschungszentruniilich and was fabricated as described by Kluth [K04].

The chosen FFT based surface modeling algorithm yielded gesults in case of the FTO
surface type. The central results of this characterizagfdhe surface synthesization, which
were used for the further analysis presented in this chaggiesummarized in Fig. 3.5, Fig. 3.6
and Fig. 3.7.

3.2.1. Preprocessing and periodification of surface data

AFM images taken from surface morphologies are not natugriodic. Steps or ridges
across the boundaries of the surface can lead to artifattie fiourier transform used to obtain
the autocorrelation function. To prevent sudfeets the AFM data was preprocessed using
the following steps:

Background subtraction A linear background is computed and subtracted for AFM image
correction. The surface is readjusted to zero mean valeetai periodification step.

Best periodic window detection Within a bufer zone along the boundary of the AFM
image a data window is searched with a best fit of height anmksdoross the boundaries
in x— andy—direction. A search Wter width of 0.1 times the AFM image width was
allowed for this at each boundary.

Periodification A periodification bidfer is then defined along the boundary of the obtained
data window. Within this zone, height data is periodifiedbasrthe boundary in both-
andy—direction to obtain a periodic and mostly ridge—free dom&ior periodification,
the unperiodified data of one boundary is mapped accros®tiary to the other side,
weighted by (b(1+ coqd/dmawr)), Whered is the distance to the boundary ashgl« the
buffer width. A small bdfer width of 0.03 of the data window defined in the previous
step was chosen for this data periodification.

A sample periodification process of an etched AZO surfacettay with statistical height and
angle data is shown in Fig. 3.2. Both the height distributiod e angle distribution are only
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weakly dfected by the smoothing procedure. The performance of thisgfcation process
with respect to errors in the height and angle distributisrizetter for FTO surfaces than for
the AZO surface presented here.

Comment on the resolution of used AFM images

AFM data is subject to error sources which limit the resolutof the actual samples surface
morphology. First, equally spaced discrete sampling goimit the the lateral resolution
of surface morphology. The evaluation point spacing in tfiAmages applied here were
35nm and 39 nm in both directions of a cartesian grid. TheistuBTO surfaces, cf. the
following section, have the smallest studied feature sizh about 290 nm autocorrelation
length, measured according to the definition in eq. 2.98. latexal resolution of the AFM
images is therefore considered affisient.

The second error source AFM data is subject to is finite tip.sitnstead of the surface
morphology, which would be mapped using a point-sized kip,heasurement data is always
a convolution of the surface morphology with the AFM tip skaf his error source was not
considered for the work presented in the following.
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Figure 3.2.: Sample periodification of an etched ZnO:Al AFM image provided by
Forschungszentrum Julich as described in section 3.2.1. A least data
window is chosen and smoothed across its boundaries. Height and @rigle
eq. 2.103) distributions before and after the periodification are shown for-co

parison.
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Figure 3.3.: False color image of AFM data taken from a rough FTO substrate proviged b
Schott (upper left). The original data was periodified for ACF generatisn a
described in section 3.2.1. The ACF of the image, defined by eq. 2.9pjitede
to the top right. Height and angle (cf. eq. 2.103) distribution of the surfaee ar
shown in the second row.

3.2.2. Characterization and ACF-based modeling of commercially
available FTO substrates

Characterization

An 18 x 18um AFM scan, with 35 nm data point spacing, of a FTO surfacenaeSchott
Solar is depicted in Fig. 3.3, upper left. In contrast to theghed ZnO:Al surface depicted
along with the description of the periodification process\vap. 63) the FTO surface shows
no characteristic elemental pattern. The height autoledioe function depicted to the right
of the surface is dominated by a sharp isotropic peak ardumaiigin. Two grooves along
the x—axis with sub—zero autocorrelation value can be seen todidés of the central peak.
These features outside the central peak are of a much low@itade than the central region.
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Figure 3.4.: Radially averaged 2D ACF, computed according to eq. 2.95, with gauBs{ah
eg. 2.97) for the FTO surface depicted in Fig. 3.3.

The height distribution of the surface is very symmetric &ad gaussian shape to a high
precision, with an rms error of the gaussian fit of onlyI0*. The local angle distribution
has an average around°2#d is slightly asymmetric with a steep descent to the higalkeres
above 38. This dfect is not caused by the data binning. Binning has been kepistent
throughout all height and angle histograms in this sectoassure a good comparability’ 5
steps from Oto 90° where chosen for angle histograms and 30 bins in the range-260 nm
to 200 nm for height binning.

The autocorrelation length of abou9um given in table 3.1 was calculated from a fit of
a gaussian model (eq. 2.97) to the radially averaged ACF. Tieedhown together with the
radial ACF in Fig. 3.4. The dominating part of the ACF is not ékaaf gaussian shape. Abra-
hamsen [Abr97] suggests to model the radial ACF by the morergéexponential function
in eqg. 2.96 or by choosing a a Bessel or damped cosine funcrantégration of the negative
part of the ACF. But this was not done in this work.

Synthesization of 2D surfaces

Synthetic surfaces were generated in the size of the p&addi\FM scan both from the origi-
nal 2D autocorrelation function and the gaussian modelvisoal comparison the periodified

quantity \ value
Iac (as def. in eq. 2.98) 0.29um
rms roughness 39nm

angle to global surface normalmean: 24, std. dev.: 10

Table 3.1.:Numbers for statistical quantification of the FTO surface shown in Fig. 3.3.
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Figure 3.5.: Top: FTO surface, periodified as described in sec. 3.2.4ft column: Synthe-
sized surface generated from the autocorrelation function (cf. eq. 2f9beo
surface depicted in the center of the top row according to eq. 2.99. The-cor
sponding height and angle (cf. eq. 2.103) distributions are shown in it th
and fourth row. Right column: Identical plots as in the left column, generated
from the gaussian fit to the autocorrelation function of the surface in the top row
depicted in Fig. 3.4.
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Figure 3.6.: Relative error of angle (cf. eq. 2.103) and height distribution of smailitssized
2D square surfaces with respect to a2 large square surface. Distributions
were averaged over at least 100 representations at every domaih.wid

original surface was plotted along with the synthesizeébases and the corresponding height
and angle distributions in Fig. 3.5. Noticeablé&éiences in the false color images are a higher
guantity of ridge—like interconnections in the originat@aompared to the data synthesized
from its autocorrelation function and less high—frequecmmponents in the data synthesized
from the gaussian autocorrelation function. From the compa of the two isotropic ACFs
in Fig. 3.4 it may be assumed that this lack was caused by teestimation of the autocor-
relation value for small distances in case of the gaussiapeshThe height distributions of
the original data and of the synthesized datasets comparedshow no pronouncedftér-
ences. The distribution of local angles obtained from thegensynthesized using the original
ACF is broadened with respect to the original distributida.nhaximum position is shifted by
about-5° but the mean surface angle by orly-0.5°. In case of the synthesization from the
gaussian autocorrelation function the maximum positioshified by~ —7.5° and the mean
surface angle by —4°. These shifts were checked with a finer binning and are notaltres
choice of the binning.

While the local angle distribution deviates stronger from éxperimental surface charac-
teristics when using the gaussian ACF than with the origin@FAthe fast descent of this
function is beneficial when working with very small surfades. As the ACF is defined in
real space, a change in domain width directlgets the data window width of the ACF. In the
3D simulations in section 3.5 only small computational donvadths of only a few autocor-
relation lengths could be used. For a comparison of sinaratwith diferent domain sizes
a comparability of the morphology of the rough surfaces sd¢ede ensured. For the gaus-
sian ACF the relative error of height and angle distributiohsynthesized surfaces at various
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Figure 3.7.: Comparison of height and angle (cf. eq. 2.103) distributions on 2D dnd 1
surfaces synthesized from the same gaussian ACF according to eq. 2.99.

domain widths was therefore tested against the distribstal a synthesized 26m x 20um
large surface. A sample of at least 100 surface represemsatvas taken at every domain
width to obtain average distributions. The results areaegiin Fig. 3.6. The errors decrease
rapidly to < 10% at a periodicity of twice the autocorrelation length. tlhis domain width
the dfective separation of two points is maximally only one autoglation length, due to the
periodicity of the surfaces. Following this rapid converge, angle and height distribtutions
show a saturation behaviour at relative errors of about 0.5 saturation may be induced
by round—dr errors, instficient sampling or sampling fierences at dlierent domain widths
but was not studied any further.

The actual domain widths used for 3D simulation were congbansong each other in more
detail. The results of this comparison can be found in se@i6.1.

Synthesization of 1D surfaces

The major part of the characterization of optical simulasian this chapter is based on the
simulation of solar cells with 1D rough surfaces. Theseas@$ were generated from the
same autocorrelation function as the 2D surfaces and ha&athe statistics as 1D cuts from
2D surfaces. DOferences between the angle and height distribution betwee8[@ and 1D
surfaces are shown in Fig. 3.7. The height distribution cm¢€hange significantly while the
local angle distribution does not compare well between 1® 2D surfaces. The amount of
surface parts which are close to horizontally oriented imidant in case of the 1D surface
and not very large in case of the 2D surface. Thisedénce in the angle distribution results
from the dependence of the two lateral space dimensiongw @f the local surface angle.
Resulting diferences in light trapping between 1D and 2D rough surfaeekighlighted in
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Figure 3.8.: False color image of AFM data from an etched ZnO:Al surface produded a
Forschungszentrum Jilich (upper left). The original data has begadtiéed for
ACF generation as described in section 3.2.1. Height and angle (cf..203R
distribution of the surface are shown in the second row.

a comparison of the simulation results of identical soldisaeith 1D and 2D rough surfaces
created from the same ACF in section 3.5.2.

3.2.3. Characterization and ACF-based modeling of etched ZnO:Al
Substrates

Characterization

A sample ZnO:Al surface measured by AFM, with a data pointsgaof 39 nm, is depicted
in Fig. 3.8 together with its height ACF and its height and arditributions as characterizing
statistical distributions. Characteristic numbers of tindage are provided in table 3.2.

The HCL etching process predominantly created features efyacharacteristic elemental
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Figure 3.9.: Radially averaged 2D ACF of the ZnO:Al surface depicted in Fig. 3.8, ciheap
according to eq. 2.95, and gaussian fit (cf. eq. 2.97).

shape on the ZnO:Al surface depicted in Fig. 3.8, upper lstblated conical craters were
etched into the surface with a very well defined opening aobébout 120.

The dominating part of the ACF of the surface depicted in Fig, 8pper right, lies at
distances below aboutun from the origin. This part is approximately isotropic anfdao
bell shape. The autocorrelation value dropst0 at about um distance. Distinct features
are visible in the lower left and mirrored in the upper rightagter, where the autocorrelation
value drops to< —0.15. These features might be due to the two areas in the AFMamag
where almost no large cones appear and which lie along th®pipgte space direction. A
radial averaged ACF was computed and fitted with a gaussiaelmBdth the radial ACF and
fit result are depicted in Fig. 3.9. The gaussian fit modelsatitecorrelation function very
well up to a radius of aboutdm. An autocorrelation length of about83um was derived
from the fit according to eq. 2.98.

The height distribution of the surface is not symmetric. sTisinot very surprising as also
the height distribution of a cone is not symmetric. The dsitiion of angles on the surface

quantity \ value
Iac (as def. in eq. 2.98) 0.83um
rms roughness 126 nm
angle to global surface normal mean: 29, std. dev.: 10
cone opening angle mean: 118 std. dev.: 12
cone depth max.: ~ 0.65um (monotonically decreasing distrib. to max.)
nearest neighbour distance mean: 0.§mm, std. dev.: 0.gm

Table 3.2.:Numbers for statistical quantification of the ZnO:Al surface shown in Fig. Ba@
upper section contains quantities derived from the data field whereas the lowe
section contains quantities on detected cones only.
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Figure 3.10.: Top row: False color image of the AFM data and a synthesized surface gener-
ated, according to eq. 2.99, from the 2D ACF depicted in Fig. Bd&tom row:
Comparison of height and angle (cf. eq. 2.103) distributions of thererpatal

and the synthesized surface.

has a pronounced maximum around 8hich matches the angle towards the global surface
normal of the surface of a cone with I26pening angle. Within the naming scheme of Kluth
[Klu+04] the considered surface would be of type “B”.

Synthesization of 2D surfaces

Surface synthesization was performed for this surface thighACF method described in sec-
tion 3.2. The original 2D autocorrelation data depictedig B.8, upper right, was used for
this purpose. Not regarding lateral and height dimensibaesynthesized surface depicted in
Fig. 3.10 is morphologically similar to the synthesizatwfrthe FTO surface depicted in the

previous section. It does not show the characteristic shapthe original surface.

A comparison of the generated height distribution to thginal height distribution is de-
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picted in Fig. 3.10, bottom left. The generated height digtron does not show the skewness
found in the experimental data. A similar comparison of theal angle distribution with
respect to the global surface normal is depicted in Fig. ,3bb®om right. While the an-
gle distribution of the synthesized surface is relativelgdal the experimental data shows a
pronounced maximum at the surface angle correspondingetoathe opening angle.

3.2.4. Conclusion

The FFT based synthesization algorithm for periodic rougfases described in section 2.4.1
showed a good performance in case of the FTO roughness typ®wbin case of the AZO
roughness type. The employed algorithm is not consideredod gpproach for modeling
the AZO surfaces. In this case other synthesization methedsd to be developed, which
reproduce the characteristic conical shapes of the suetab@ngs.

As the roughness model for further use in this chapter thesian ACF model for the FTO
surface roughness was chosen. This choice was made mawigwrof the limited domain
size in 3D simulation, to be able to do a series of simulatetrseveral domain widths. Note
that the simulated material system is a polycrystallineail cell, described in section 2.1.4,
with a ZnO:Al front contact.

72



3.3. Solar cell simulation
3.3. Solar cell simulation

3.3.1. Device layout and simulation algorithm

The solar cells simulated in this chapter are single jungbalycrystalline silicon solar cells in
the superstrate layout with a structure suitably simplif@adoptical simulation, as described
in section 2.1.4. The simplified layout is depicted in Fig.13. Corresponding nominal (flat-
tened volume) material heights are given in table 3.3 andisee for all simulations within
this chapter unless noted otherwise. Transmission thra@§nm silver is below 0.4% for
wavelengths in the range 400 nm-1100 nm. Transmittanceney@ back reflector is there-
fore negligible. The set of material parameters used foukition can be found in appendix
A. To include dfects from superstrate light trapping the superstrate aad-BM domain
were decoupled incoherently as described in section 2p8cal absorption intgrals within
sub—volumes of the finite element domain were calculatea fitte complex field energy as
described in section 2.2.1).

The simulations in this chapter were all based on synthdsizegh surface data. The ap-
plied surface roughness model was the small scale gaussi&rdughness model, derived
from a tin oxide surface in section 3.2.2. As no model for thiekness dependent change of
the surface morphology was available the surface rougtoielse front TCO layer was propa-
gated to the following surfaces as shown schematicallygn Fil1. A Monte Carlo sampling
over rough surface representations was used to obtaingevetasorptance, reflectance and
transmittance values at a single wavelength.

In 2D simulations averages of s— and p—polarization werd tsseompute the polarization
incoherent response of the system (cf. section 2.2.2).

layer \ nominal height in nanometer

glass not relevant (no absorption, incoherent coupling)
front ZnO:Al 500 nm

c-Si 1200 nm
back ZnO:Al 85nm

silver > 100 nm

Table 3.3.:Volume equivalent flattened cell height structure as used in most simation
this chapter.
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Figure 3.11.:Optical cell layout of the solar cells with random interfaces as used in the-simu
lations. For the characterization purposes in this chapter the small scalgiro
ness of the tin oxide surface characterized in section 3.2 was applied to the
ZnO:Al/silicon interface. The texture is propagated without change to all other
rough interfaces.

3.3.2. Model error sources

Ideally, the space resolved simulation domain for finiteredat analysis consists of a laterally
very large cell model which completely covers rough surfgegéstics and for which boundary
effects are negligible. But memory and computation time requérgs of the FEM simulation
limit the actual domain size to hundreds of micrometers ine2id a few micrometers only in
3D. Insuficient statistical information within a single surface eggntation can be resolved
by a Monte Carlo sampling as described in section 2.3. The lgagnglways converges but
not necessarily to the averages of the experimental case extanded rough surface. In a
laterally periodic layout the experimental case should fy@@ximated well if the computa-
tional domain is bigger than twice lateral optical corriglatiength of geometrical features in
the solar cell. If the computational domain is smaller theneo natural choice of the lateral
boundary condition to be applied to the computational dorf@i physical reasons. An error
is possibly introduced by the boundary condition and need®tcharacterized.

Possible boundary condition settings with completelfedent reflection properties at the
domain boundary are periodic boundaries or transparemtdaoies to a flat layered medium.
Both cases are schematically depicted in Fig. 3.12. In thedgiersetting any energy flux
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periodic isolated

Bl B2 Bl B2

Figure 3.12.:llustration of periodic and isolated boundary conditions for rough surfiang-
tilayer geometries. See text for details.

through the interfac81 into the computational domain corresponds to an energy linob
the domain through the interfa®2 and vice versa. The position of the periodic boundary
is arbitrary and does not make d&fdrence for charge carrier generation at any point in the
domain. In case of the isolated layout charge carrier @eatiose to the boundary of the
computational domain will on average befdrent from carrier generation in the center of
the domain because light is scattered only outwards throlighboundarie®81, B2 If the
simulation domain cannot be chosen very large in case ofsihlated problem, a suitable
technique is to evaluate absorption integrals only in araéataluation region of the isolated
domain, as indicated by the regi®R in the schematic. When using this method a higher
number of surface samples may be required for statistieabgyng than in the periodic case.

Both periodic and isolated computational domains were sitely characterized and com-
pared in 2D simulations. The results of this analysis aregreed in section 3.4.2. In 3D sim-
ulations of solar cells with 2D rough surfaces threfedlent domain widths were compared
with lateral periodic boundary conditions to discuss adi$ introduced by the periodicity.
The results can be found in section 3.5.1.
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Figure 3.13.:Convergence of a cartesian grid slice of field values in a 2D FEM problesn o
finite element polynomial degree for a fixed discretization. The vertidaf so
cell layout is described in sec. 3.3.1. See p. 26 for expectations on finitere
convergence behaviour.

3.4. Simulations of 1D rough surfaces

This section presents an extensive characterization in2®aasis for a more limited ratio-
nale in 3D where computational restrictions are much higispecially the discretization of
surface texture and the finite element solution of Maxweljsiations can be done at a quality
where their errors can safely be ignored in comparison td/kbiete Carlo sampling error and
artificial boundary error to be characterized here. An eXaropnvergence for a 2Q6m wide
2D cell representation with interface texture is depicte#ig. 3.13. Finite element solutions
of the s—polarized problem where computed up to order 6 wiveeh used as quasi—analytic
reference for comparison and normalization. Field values @artesian grid slice through
the computational domain where used for error measurerkezitl values typically show the
largest errors. Convergence curves for integral quanti@sed on intensity like field energy
or absorption typically lie below the shown ones by an ordenagnitude or more. Memory
consumption stayed below 32GB for all finite element degiedsis analysis.

For all 2D simulations in this chapter finite element solnsiovith an expected relative
error lower than 16" were chosen. The complete characterization of the follgvsiections
was done on polarization averaged target quantitie§e2ince between s—and p—polarization
are mainly due to plasmonic absorption in the back reflectdraaie quantified in section 3.4.3
where the cell results are presented.
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3.4.1. Characterization of the Monte Carlo sampling

Monte Carlo convergence analyis was performed on the solatageut as defined above
(p. 74) excluding the superstrat@r interface, i.e. for the finite element domain embedded
between two half spaces of glass and air. Periodic boundaegittons were applied as lateral
boundary conditions of the computational domain. The cagesgce analysis was performed
on the absorption integrals of the cell's layers for domaidtias between pm and 8Qum.
A total of n = 90 random surface representations was simulated at eachimevidth. The
standard deviatio- was calculated from the obtained distributions of absowsain the
different layers of the solar cell.

Wavelength resolved plots of the standard deviation of $esmt all domain sizes are de-
picted in Fig. 3.14. Estimations on required sample &z¢ a chosen error threshold were
computed from the inverse square root law of the centrat lineiorem (see also section 2.3),

2
(i) } , (3.1)
O'sk

whereos, < o is the desired tolerance level. The resulting sample siresiepicted in
Fig. 3.15 in an order corresponding to the Fig. 3.14. Thetexalce of an extrapolation to
smallos, may be questionable but the resulting sample sizes shoulddsble as an order of
magnitude estimate. To highlight layer dependencies amdifavorable convergence prop-
erties of the Monte Carlo method for obtaining low relativeoes the standard deviation of the
absorptance weighted with the mean value of the absorpt@asesed to calculate the values
in the first column of the diagrams. The absolute absorptdag®tion is more interesting for

K =

experimental comparison and solar cell performance, asiséed in section 2.2.4, and was
used in the second column of the diagrams. To generate thaesaine estimates in Fig. 3.15
a threshold of 0.01 was used on both scales.

On the relative scale in the left column of Fig.3.14 the maiifiedence can be noted be-
tween the front TCO layer and all other absorbing layers ofiéhece. The relative standard
deviation of the absorptance shows no strong wavelengtandimcy whereas the values of
silicon span more than one order of magnitude. The back TCGCsidwvet layers also show
a strong wavelength dependency of the relative standanata®v with a correlation to the
curves of the silicon absorber for wavelengths above 600Betow 600 nm absorptance in
silicon is very high and not much light reaches the rear lky€&he wavelength depencency of
the curves mirrors the variation of the absorptionfiioents of silicon and ZnO:Al which are
depicted in appendix A. The absorption @@ent of silicon drops by more than an order of
magnitude between 600 nm and 1000 nm wavelength whereasitiagion in the absorption
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Figure 3.14.:Wavelength resolved standard deviation of absorptance values in desaofp
90 representations at flerent domain widths. Diagrams in the left column show
the standard deviation in a relative norm while diagrams in the right column
show the standard deviation in absorptance units. Necessary samp@daize
1% error thresholds were derived from this data and are shown in Fig..3.15
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Figure 3.15.:Required sample sizes to obtain a 1% relative standard deviation (left column)
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3. Random surfaces for light management in thin film silicolaiscells

codfticient of ZnO:Al is smaller in that range.

On the absorptance scale in the right column of Fig.3.14 tiee & clearly dominated by
silicon at wavelengths below 800 nm and by ZnO:Al above 80Gamtarger domain pitches.
The standard deviation of the absorptance is highest tosilat wavelengths around 750 nm
where the absorptance gain from light trapping is largestil&sly the increasing absorptance
gain in the front TCO can be found in the diagram for that matan the right column.
Deacreasing absorptance in silicon leads to an increadesofgtance in the front TCO, i.e.
the absorption properties of silicon are reflected in thadsded deviation of absorptance in
the front TCO. The standard deviations in the back TCO andrdéwesrs are not important
on that scale.

The curve shapes in Fig. 3.14 are mirrored in Fig. 3.15 whegaired sample sizes for
reaching a 0.01 tolerance level on either scale are showth &\dependency on the domain
size large sample sizes are required to reach a low relatigeia the high wavelength range.
The obtained sample sizes in the low refractive index rarigalioon match with the sam-
ple sizes reported to be used in radar scattering simuafid8B95] with surfaces of rms
roughness and correlation length equal in wavelength tmitse etched ZnO:Al surface type
described in section 3.2.3. As low absorptance values kitesbwavelengths do not give a
high contribution to the cell current the sample sizes depim the right columns of Fig. 3.15
are more meaningful for the simulation of a PV device. A maximhumber of 20 samples is
suficient for a um large computational domain to obtain a standard deviati@nO1 on the
absorptance scale.

For the surface generation it is expected that the numbearapkes required to reach a
fixed tolerance level in the statistical distributions reelsito half when the domain width is
doubled. An according behaviour was found for the opticgpomse of the silicon, back TCO
and silver layers but not in case of the front TCO layer.

3.4.2. Characterization of the boundary conditions
Description

In the previous section the convergence of the Monte Carlcagugg was studied at fiierent

computational domain sizes but it was not shown that thetisolsl converge to the same
average value. In experimental measurements areas of géaresmillimeters or even square
centimeters are usually illuminated on the sample. Domadths used in simulation are
smaller than the experimental extent of illuminated aresbrmuch smaller than the actual
sample size. Influences of limited sample size and the chiageral boundary conditions
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3.4. Simulations of 1D rough surfaces
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Figure 3.16.: Schematic of the implemented radius of influence analysis for boundady-co
tion testing.

therefore need to be characterized. From the path lengtbeefébsorption in silicon depicted
in Fig. 2.4 it can be assumed that with a few hundred micronvgtke computational domains
these boundaryfiects may be safely ignored. The solution should then becoveeyagood
approximation to the experimental conditions in the centdhe computational domain for
all boundary types. Computational domains of that width casimulated in 2D but in 3D
the domain width is usually limited to a few micrometer.

The objective of the study presented in this section wasdeige an estimate for the wave-
length dependent domain size required to keep boundiagte below a certain error threshold
as well as the best boundary condition to be applied for mahtomputational domain size.
Therefore a comparison of periodic and isolated boundangitions was performed. Similar
studies have been done for optical proximity correction etind in optical lithography and
are known as “radius of influence” analysis [PDWO07].

For both applied boundary conditions the domain varianhaitentral evaluation domain
as described in section 3.3.2 was used. The basic idea oh#hgsss is depicted in Fig. 3.16.
The width of the central evaluation domain was chosen to hel0For the analysis of av-
erage disturbances it is necessary to do a statistical sagrpler surface representations as
described in the previous section. To keep the boundaryittondnalysis clear of the ef-
fects of error distributions in Monte Carlo averaging and tnitor only the influence of the
additional disturbance when going to a larger domain witlith dimulations for all domain
widths were done using the same sample of rough surfaceghiSgrurpose a sample of 50
large rough surfaces of 2(@n width was created and stored. For simulation of a specific do
main width below 20xm a corresponding part of each surface was cut from the sarple
meet the requirements for the isolated domain layout tonelte a flat layered system and for
the periodic layout to have identical height values at thendiary the surface roughness was
smoothly damped to its mean value in arf interval at both boundaries (B1, B2 in Fig. 3.16).
This interval was also chosen as the minimurffé@usize. The texture sample within the eval-
uation domain is always identical. When comparing two regmestions at dierent domain
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3. Random surfaces for light management in thin film silicolaiscells

widths the geometric disturbance creating th@edence in the scattered fields lies between
the inner smoothing boundaries of the smaller domain andetsgective domain boundaries
of the larger domain. As experimental rough surfaces ar@ebdic the evaluation has been
done not only within the set of domain widths of one chosembdany condition but also of
the periodic set to the isolated set.

The solar cell structure used for the simulations in thigisas is as described in section
3.3.1 without considering the superstrate light trappifige light source used for the simula-
tions is a plane wave at normal incidence on the solar calk§tam a glass half space.

Results

The front TCO and silicon layers were considered for disaussi this section because the
absorptance in the back TCO and silver layers was compdsakive These layers had been
also been seen dependent on the silicon layer in the analiytii® Monte Carlo averaging
presented in the previous section.

Absolute diferences of the average absorptance computed in the egaluttmain with
reference to a 200m wide computational domain are depicted in Fig. 3.17 forttheediffer-
ent boundary conditions. For both considered materiaggetaromputational domains are re-
quired in the long wavelength range to reach a chosen emestibld. This can be attributed to
the variation of the absorption cieient of silicon over several orders of magnitude between
450 nm and 1000 nm. The diieient of ZnO:Al does not vary considerably in that range.
Propagation inside the silicon layer therefore also seenssrbngly influence absorption in
the front TCO layer at large distances. As a consequencesettm to distant disturbances
on the absorptance scale (cf. section 2.2.4) are more iamgadrt the front TCO layer in the
high wavelength range. TheftBrence between the convergence behaviour of the two lateral
boundary conditions is not large in case of the front TCO #lidnisizes of 2(km and above.
For the silicon absorber the absorptance deviation fromefezence case lies at values below
1072 already at the smallest fiar size when applying periodic boundary conditions. When
applying transparent boundaries to a flat layered mediunttarsize of less than ten microm-
eter to obtain an equally small error. The convergence behawith increasing domain size
was found to be smooth and monotonic only with the periodignolary condition in case of
the front TCO and with the isolated boundary condition in cafstne silicon. With the iso-
lated boundary condition curves are also smooth in caseediémt TCO but errors increase
at low bufer sizes before convergence towards the reference cate Sthere is no smooth
convergence behaviour for the absorptance in the silicger lvith increasing domain size
and periodic boundary conditions. This might be due toauts of the periodicity.
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Figure 3.17.:Plots of the absolute absorptancgfdience over bffier width in the silicon and

front TCO layers. The bfer is applied to both sides of the evaluation domain as

depicted in Fig. 3.16. Computational domains were enlarged until the relative
absorptance gierence with respect to the largest simulated domain size was
below 1% for the second and third widest domains.

For the radius of influence analysis a 0.01 deviation threlsivas chosen on a relative and

on an absolute absorptance scale, as in case of the Montedaarfging. A relatively simple
algorithm has been used for computation of the radius ofentte:

e For each boundary condition as well as for the periodic agdime reference of the

isolated boundary condition and each wavelength, do:

— Find the last pair of values of which the firstis- 102 and the second is 1072
and interpolate the Ister width at the 16 threshold linearly between the two
values on a logarithmic scale.

— If all values are< 1072 attribute O to the bffier width at the threshold value.

The results of this evaluation are depicted in Fig. 3.18.himfirst column where absorption
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Figure 3.18.:Buffer width for 1% influence in absorptance relative to the reference solution
(left column) and on the absolute scale (right column) for the silicon alegorb
and the front TCO layers. The fier is applied to both sides of the evaluation
domain as depicted in Fig. 3.16. The initiagléh byfer at the two sides of 1@
wide evaluation region of the computational domain are not included.

differences to the largest domain reference solution at eacklevegth are scaled by the ref-
erence solution the requiredfiier size increases steeply at above 800 nm for both materials.
This is the region where the absorption fiteent of silicon gets very low and light trapping
effects become important for the solar cell. The comparisomisrstale also reveals that the
reference solutions for periodic and isolated boundanditmms seem to be very similar al-
ready at low b&ter size for silicon and at lfter sizes above 2@m for ZnO:Al. When scaling
differences to the incoming power the increase in requiréi@ibsize is less dramatic at high
wavelengths. For the silicon absorber the choice of am@arge evaluation domain already
seems to be shiciently large whereas in the case of the front TCO requiredtiaddl buter
size decreases to about 0.5 of the value on the other scalée Whthe ZnO:Al the domain
size requirements of the isolated and the periodic layoutataliffer by much the dference
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Figure 3.19.:Left: Comparison of the silicon and silver absorptance for s— and p-
polarization. Right: Polarization averaged fractions of the total device ab-
sorptance, absorbed in the individual device layers.

is more pronounced in case of the silicon absorber whereadatés! layout requires a larger
buffer size for wavelengths above 600 nm.

The above results slightly favour the use of periodic bompndanditions for light trapping
simulation which have the additional advantage that altsormtegrals can be evaluated over
the whole computational domain and not just its center, a® dio this study for reasons of
comparability only. This outcome is also favourable in tiewof 3D simulations.

3.4.3. Quantum efficiency and losses for 1D rough surfaces

Using the characterization results of the previous sest@solar cell as described on page
73 with a 1D roughness synthesized from the gaussian fit tBTieautocorrelation function
described in section 3.2.2) was computed. Sample sizes @améid widths were chosen
such that statistical standard errors are expected to blesrtten 1% of the average value
and boundary influences are expected to be below 0.01 in@thsae diagrams. Initial back
reflection and superstrate light trappinteets were included in the simulation as described in
section 2.2.3.

The results of the computations are depicted in Fig. 3.1¢hdreft diagram the dierence
between s— and p—polarized incoming light is shown. The dgigram summarizes polariza-
tion averaged absorptance fractions of all materials. drcttimparison of polarizations a small
difference between the two polarizations opens up at wavekeagthve 500 nm. The absorp-
tance fraction of silicon decreases for p—polarized lighhwespect to s—polarized light. At
the same time the absorptance fraction of silver increagesbut the same amount. This
additional loss can be explained by enhanced plasmonicti®o as propagating polariton
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3. Random surfaces for light management in thin film silicolaiscells

solutions to Maxwell’s equations at a flat interface exidydar the p—polarized case [NHOG6].
As incoming light is generally unpolarized and the locallardjstribution on rough surfaces
is further isotropic the average of s— and p—polarizatios lieen chosen for the diagram in
Fig. 3.19, right. Despite of the scattering surfaces a pnoned interference pattern can still
be observed. This is also seen in experimental results fakletched ZnO:Al surfaces,
as measured by Lechner [LGHO04]. Overall the decay in sili@bsorptance and reflectance
of the simulation agrees well with the least etched TCO frorohiner’s series up to 800 nm
wavelength.

3.5. Simulations of 2D rough surfaces

Simulations of solar cells with 2D rough surfaces were pengd using the same materials,
height structure and roughness generating autocorrelatiaction as for the 1D rough sur-
faces described in the previous section. Geometric modedmall 3D patches of the solar
cell were created using the custom 3D grid generation softwlascribed in section 2.4.2.
An example 3D unstructed grid with 1./Bn period as used for the computations is depicted
in Fig. 3.20, left. Available computational resources wifinto 256 GB of RAM would have
allowed to use representations of more thamx 2um area in principal but the required
spectral and statistical sampling of rough surface reptasiens lead to the decision to only
simulate domain sizes up to5lum x 1.5um. Samples at.@5um, 1um and 15um domain
width in both lateral dimensions were simulated for compegastudy. Periodic boundary
conditions were applied to the lateral boundaries of themgational domain. A plane wave
propagating in the direction of the solar cell stack normatwsed as incident field for all
simulations. The wavelength range of the simulations was500. ..1100 nm for 0.7%xm
and lum domain pitch andt = 600...1100 nm for 1.%xm domain pitch. Except for the
finite element convergence results presented below menwmrguenption of all simulations
was under 60GB.

3.5.1. Characterization
Numerical convergence for a single surface representation

A finite element degree based error analysis was done on ke sough surface surface rep-
resentation of km domain width. The complete solver including the incohesemperstrate
coupling was used for this test. This was done to include tssipility of increasing error
due to instficient quality of the solution for certain sources on the Blpehmiodic grid of
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Figure 3.20.:Left: Example of a periodic finite element grid. Vertical layout from bottom to
top: glass (darker bluejZnO:Al (yellow, mean thickness 500 nngi (green,
1.2um; removed for grid visualizatior) ZnO:Al (yellow, 85nm) Ag (grey,
min. thickness 100 nmgir (lighter blue). A thin silver layer at the ZnO:ARg
interface (magnified) helps to improve convergerRight: Convergence of the
absorptance integrals in silicon and the front TCO over the finite elementeeg
for a random representation ofidn domain period. See p. 26 for expectations
on finite element convergence behaviour.

sources (see section 2.2.3). Errors were computed for therladd field energy with refer-
ence to solutions with a finite element degree one order hitjla@ the highest degree plotted
for all wavelengths respectively. The also experimentaiganingful absorptance scale was
used to measure errors, for a discussion see section 2.h&.cdnvergence test was done
for wavelengths between 400 nm and 1100 nm with a spacing@hd0 A subset of results
was chosen for presentation in Fig. 3.20, right. The corepdet can be found in reference
[Loc+11]. A fixed discretization was used at every wavelength. thive silver layer at the
silver/ ZnO:Al interface which is highlighted in the grid visualtzzn in Fig. 3.20, left, had
shown to significantly improve convergence in a prior studycase oft = 500 nm only two
data points could be obtained as a fourth order solution wapassible due to RAM limita-
tions. The error for the silicon absorber is around 0.02fierdilicon absorber in comparison
between degrees 2 and 3. The convergence curve for the f@@dtaiA = 1000 nm shows an
unexpected increase in error between finite element degaee 3. This artifact might have
been caused by the iterative coupling between the glasssitgie and the thin film device
and be visible only in the front TCO due to the low absorptiosiliton at that wavelength.
The convergence analysis showed that solutions wifificgently small errors could be ob-
tained throughout the whole wavelength range. For thewviafig results an error below 0.02
was targeted on the absorptance scale between 500 nm anch&@@uelength and below 0.01
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Figure 3.21.:Comparison of the height and angle distributions of the generated rough s
faces at domain widths of 0.78n, 1um and 1.5um used in the 3D simulations.

for higher wavelengths.

Statistical sampling

Averaged absorptance and reflectance results were obtaynedmpling over a set of rep-
resentations of the threeftrent domain widths. The smallest domain size was chosen to
be 0.75um, which is a little larger than twice the autocorrelationdéh of the ACF used

for surface generation. Domain pitches qirh and 15um were simulated for comparison.
The local angle and height distributions at the threedent surface periods are depicted in
Fig. 3.21. The distributions were averaged over 500 reptaiens each and are quantita-
tively very similar. Relative dferences in comparison to the largest domain period are below
3.8% for the height distribution and below 3.7% for the ardi&tribution.

For the 075um, 1um and 15um domain pitches 40, 20 and 10 surface representations were
simulated, respectively. A wavelength resolved Monte Cartor estimation was done from
the obtained data, identical to the analysis performedfore&ults in section 3.4.1. As in 2D
the main diferences were seen between front TCO and absorber layer. @&enped results
were therefore restricted to these two layers. The relat&edard deviations of absorptance
in the two layers are depicted in Fig. 3.22. These estimédt#seostandard deviation of the
total population might not be as good as in the 2D case as thpleaizes were smaller. The
obtained standard deviations have a similar shape and evaytbl dependency as the:H
wide sampling in the 2D case.

Wave length dependent standard error estimates at thefaple size were computed from
the standard deviations depicted in Fig. 3.22 using eq. Bl estimates were included in
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Figure 3.22.:Wavelength resolved relative standard deviation of the absorptance inrsilico
(left) and the front TCOr{ght). 40, 20 and 10 surface representations were
used for 0.7xm, 1um and 1.5xm domain width respectively. Comparable
plots can be found in the analysis of 1D rough surfaces in Fig. 3.14.

Fig. 3.23 as error bars to the silicon and front TCO absorgtanc

Domain size effects

A good separation of the statistical sampling from domaze sifects as presented in section
3.4.2 for the 2D case could not be done in 3D. Also no referease at a very large do-
main width could be computed. The evaluation was therefaset) on a visual comparison
of the results at the threeftkrent domain pitches of ®6um, 1um and 15um. The absorp-
tance of the silicon layer and the front TCO layer are depiatellig. 3.23. The diagrams
in the first row show the total absorptance. In the second rodiagrams the absorptance
due to superstrate light trapping is shown. The error batisargraphs are estimations of the
standard deviation for the sample size calculated at evexelength and for every material
individually. A finite element error estimation was not dhtd and averaged for the separate
samples. From the above error analysis it is expected to (& dh the absorptance scale
between 500 nm and 600 nm wavelength and 0.01 for higher eiagtls. These error esti-
mations were not considered in the diagrams. The stafigtioar is in the same order as the
expected error of the primary solution for most wavelengthd higher for some. Generally
expected computational errors are smaller than thierénces between the absorptance curves
for the diferent domain pitches.

1An error in the interval calculation in the corresponding@a[Loc+11] has been corrected in Fig. 3.23.
The standard deviation intervals computed previouslyHergublication were much too high.
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Figure 3.24.:Propagation angles of reflection orders inside glass for the three domdihsv
The angle of total internal reflection (TIR) is marked by a horizontal line.
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3.5. Simulations of 2D rough surfaces

In visual comparison the most notabléfdrences between the7/®um domain pitch and
the other series appear above 700 nm wavelength for silindrahove 850 nm wavelength
for the front TCO. The deviations between the absorptanceesurould be partially traced
back to the discrete Fourier spectrum of reflected light Aadimitation to very few vertically
propagating orders in the glass superstrate. Propagatglessof the first non—zerofiliaction
orders for the three ffierent domain periods are depicted in Fig. 3.24. In case & v
domain period all light is defracted into zero order and farster modes at wavelengths above
800 nm. At wavelengths above 750 nm reflection in to the fideomodes is at angles above
the limiting angle for total internal reflection at the sugieaite/ air interface in case of this
domain period. Visible dierences between the absorptance curves as seen in thewirst ro
of diagrams in Fig. 3.23 are very similar to thetdrences in the superstrate light trapping
contributions depicted in the second row. The large abaogatincrease for the 0.45 wide
computational domain in silicon for the wavelength rangeveen 750 nm and 925 nm can be
attributed to the increased superstrate light trappffigiency in that spectral range. In case
of the 1Lum wide layout the first diraction order is internally reflected at 2000 nm wavelength
and above. When comparing to th& im wide layout the most prominentftirences can be
seen in that wavelength range in the superstrate light imgpgontribution of the front TCO
in Fig 3.23, bottom right. Additional isolated deviationsabout 0.1 are visible at 850 nm
and at 950 nm in the absorptance in silicon for these twosefieey are not an artifact of the
superstrate light trapping but might still be due to the @&ic boundary conditions as errors
of the statistical distributions on the surfaces and MontddCstandard errors were found
smaller in magnitude.

3.5.2. Quantum efficiency and losses for 2D rough surfaces

The absorptance fractions of thdtdrent layers of the solar cell fordn wide computational
domains are depicted in Fig. 3.25, left. Losses in the reftdayers, back TCO and silver, are
moderate throughout the whole wavelength range. At wagésnbelow 900 nm the same
holds for the front TCO layer. Above 950 nm absorption in tlaigelr clearly dominates all
other losses. This correlates with the increase of the phearcodficient of the used ZnO:Al
material parameter set in that wavelength range.

The absorptance fraction in silicon still shows interfaefringes. Interference visibility is
not supposed to vanish completely at the low surface rowgghuged for the simulations. Ex-
perimental quantumficiencies from cells with a similar structure and low surfem@ghness
show comparable visibility of fringes [LGHO4].
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Figure 3.25.:Left: Material fractions of the total cell absorptance, simulated wijiim do-
main width.Right: Comparison of results from simulation of 1D and 2D rough
surfaces.

In Fig. 3.25, right, absorptance fractions in the front TC@ ailicon as well as the total
absorptance of the cell are compared between the 2D roufgcsuesults for m domain
width and the 1D rough surface results presented in secttbB.3\No pronounced fferences
in absorptance exist below 600 nm wavelength. Between 600wh9@0 nm the absorptance
in silicon begins to form a convex “hump” in case of the 2D rowsyirface which can also be
seen in experimental results for solar cells with light giag. The 1D rough surface results
show a more or less linear decrease in the same wavelenggh wdren averaging through the
interference fringes. Fringes are more pronounced in 1ghass as in the 2D roughness
case. The results for the front TCO layer do ndfetiby much up to 900 nm wavelength.
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3.6. Rigorous evaluation of a far field data based

approximate method

Introduction

Approximate solvers are commonly used to solve multilay@blems incorporating layer
interfaces with a random texture in academic and industesg¢arch. For the simulation of
wafer cells, where the scattering textures and the wavtierigight are much smaller than
the layer thickness, the use of one—dimensional incoheagrtacing models is adequate and
leads to the same results as Yablonovitch’s theory [Yab82Fmall absorption cdicients
[LPS94]. These models, e.g. as described by Schropp andrZE8d88], use measured an-
gular distributions of scattered light or assumptions frecattering theory and geometrical
measures of surface roughness to describe light trandtedifierent angular channels at an
interface. Measurement of these distributions is usuallyedagainst air which is not the ad-
jacent material inside the photovoltaic device. Especialt interfaces from and to materials
with a high refractive index a measurement against air cath@@ssumed skiciently close
to the light scattering inside the device. Further only infation about a limited range of
scattering angles inside a highly refractive medium candsiided when measuring against
air. To resolve this issue, several groups recently stapgdlying difraction integrals like the
Rayleigh—Sommerfeld integral to calculate reflection andgmission between arbitrary ma-
terials [JZ09; ag+11; Don+10]. These scattering integrals are rigorous solutionsdstalar
scattering equations for 2D scatterers in a plane. They eaolved rapidly applying Fourier
transformation of the scattering structure. The commonaggh to transform a surface pro-
file into a plane phase shifting mask using the local heigbtdinate. This procedure assumes
that secondary scattering events can savely be ignorecg&mdwn as Rayleigh’s hypothesis
or Born’s first order approximation. This approach is alsaedvil a mathematical sense if the
height of the textures is only a fraction of the lateral featsize [BF79]. The rough surfaces
used for light trapping are certainly not within this regilm& second order scatteringfects
should not be prominent in the scattered field at some distafibe scattering integrals are
also only used to derive far field intensity data as input erty tracing models. Recently a
simple scattering model for computation of the anguldiraction on rough surfaces as used
in solar cells was validated against rigorous simulationRbckstuhl [Roe-11].

For thin film solar cells coherencétects can generally not be neglected any more. To re-
solve this issue models with an added coherent channel legredeveloped, e.g. by Leblanc
[LPS94], Kt [KST02; Kic+03; KST03; KiE+04; ZK08], Springer [SPV04; SpO5] and re-
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cently Lanz [Lar-11]. These solvers were applied for solar cell simulatiomany cases and
show good comparability between numerical results andrexpeatal quantum ficiencies.
They base on the assumption that on reflection or transmidsica randomizing interface
only the specular part can carry phase information leadingsible interferenceféects. This
can be motivated by the translational symmetry of the rougfase which also needs to hold
for the scattered field and thus does not allow coherentnmdition at non—specular angles
[DGO9]. Therefore, these simulators assume a low georaétarelation between two fac-
ing randomizing surfaces so that the translational symnmagtiument holds between them. In
thin film photovoltaics where textures are propagated from ioterface to another by direc-
tional or conformal growth mechanisms and texture featizessare of the same dimension as
the layer thickness this is not necessarily true any mois.thierefore interesting to measure
how these algorithms perform in comparison to a rigorousukation with increasing layer
thickness.

In the study presented here an approximate solver implatientwas compared to Monte
Carlo averages of rigorous simulations. The input far fieldhdaquired by the approximate
solver was calculated from rigorous simulations. The stddjeometry was a finite layer of
silicon with the FTO interface roughness described in sacd.2.2 between two half spaces
of air.

Implementation of the approximate solver

There is no general rule on how to introduce phase informatitm the ray tracing system but
for the requirement that energy has to be conserved. Thestagy to ensure conservation
of energy is to represent the partially coherent respontteefystem as the incoherent sum of
a completely coherent system and a completely incoherstersy This algorithmic approach
is schematically depicted in Fig. 3.26 and used by many implgations of such solvers. The
flat multilayer system is calculated using a transfer mdtiralism (see sec. 2.2.1) and the
rough multilayer system using ray tracing based on presdrgrattering transfer functions
for intensities. The field distribution shown at the bottomttte schematic motivates that
this substitutory system might be a good choice at leastdoresconfigurations. There is
a basic requirement for this kind of splitting to be withoutog at a single rough interface:
In the specular direction the reflected and transmitted panvboth systems must be equal
(cf. Schropp and Zemans assumptions, [SZ98]). Howeves ill not always be the case
as shown in the right diagram in Fig. 3.26. In this diagramrtherous polarization averaged
power splitting at a 1D rough interface for a4 wide computational domain computed for
light incident from crystalline silicon into air and fromranto crystalline silicon is compared
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Figure 3.26.:Left: Algorithmic concept of approximate 1D simulators for multilayer prob-
lems with rough interfacesight: $ at 90 incidence for flat and rough layers
in the test case.

to the flat layout. The diagram shows the ratio of reflectedteartsmitted power fluxes. The
specular fluxes of the rough layout and the flat layout aloneatdulfill the requirement. In
case of the total flux the equal splitting requirement is Bajdite well for the case where the
field is incident in air and transmitted into silicon but not fight incident from the silicon
side. The reflection is much higher in this latter case coegbam the flat layout. This can
be understood recalling that total internal reflection esauhen going from silicon into air
already at angles below 1Which leads to a much higher reflection in case of the rougiaser
of which about half of the surface angles are higher thanlitihéting angle. The implications
of this finding on solar cell simulation using the above altpon are that errors might be
introduced if layer interfaces between materials of higthlamw refractive index are present, in
that order. As the first pass of light can be considered the img®rtant such interfaces occur
in single junction layouts only at the backside of the so#l, evhere a high quality reflector
is present anyway. One therefore can expect that this gatinnproblematic. In tandem
cells the situation is dlierent at the intermediate reflector after which a secondrabsblock
follows. The simulation layout studied in this section misdée very pessimistic case of a
low index dielectric back side material.

Even though the simulat@unShinavhich was developed at the University of Ljubljana
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[Kr€+03] was available to the author a Matlab based variant of #seribed algorithm was
implemented. The purpose of this was to not further modié/rigorously computed power
transfer matrices by interpolation or renormalizatione Bbalar scattering modelsSunShine
did not allow this data to be passed without further asswnptieven though these probably
would not have a large impact. For building the scatteringdfer systems a ficiently large
sample of 1um wide periodic interface representations was simulatgatously for specular
incidence in air and for incidence on the 1D grid of Fourierde®with Bloch vector 0 and a
non-zero real part of the wave—vector in vertical directrosilicon. For all sources reflection
and transmission matrices were built including all mode$ wertical propagation. Only the
real part of the silicon refractive index was taken into astan this computation but low
wavelength results presented in Fig. 3.27 suggest this &ié assumption for the complete
wavelength range. This procedure was repeated at everyenayk.

Rigorous results of the three—layer layout/aificon/ air with the same roughness profile
on both interfaces and nonzero absorptionfiécoent in silicon where further computed for
various vertical interface distances betweddb@m...3um.

Results

For the approximate simulation a decision had to be madewrif®incoming power flux was
distributed into the two systems. As the separation is @dlfno rigorous criterion is available
for this. One choice consisted in using the remaining ihgpeecular reflection, transmission
and absorption after two inner reflections of the ray trasystem. Contributions to the spec-
ular channel from secondary scattering where consequarityred. The energy splitting
hardly changes when more reflections are considered. Thisekwas labeletimplementa-
tion 2” in the graphs of Fig. 3.27. A large contribution to the coheohannel in the described
splitting is due to the primary reflection on the/ailicon interface. For testing purposes this
contribution was not added to the coherent but to the in@ttethannel and labelédnple-
mentation 1" As a third choice a completely incoherent ray tracing waattering interfaces
was added to the analysis and marKedtoh. ray tracing”. The flat coherent system was
included in the spectrally resolved diagrams as a secorderte for interference positions
besides the rigorous solution of the interface textureduay

A comparison of the spectrally resolved absorptance coedpwith the described algo-
rithms is shown for two silicon layer thicknesses in the tow diagrams in Fig. 3.27. The
examplarily chosen layer thicknesses show the typi@islets found for low layer thickness
of a few hundred nanometers or less and high layer thickne$gm and above. Pure ray
tracing overestimated the absorptance in all cases. Ithedtonly with the rigorous solution
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Figure 3.27.:Top: Results of rigorous solution, approximate models with two types of co-
herency splitting and the completely incoherent ray tracing case. Solubions
the flat multilayer system are included for comparison. Details on the two par-
tially coherent implementations can be found in the text of the “Results” section
on page 96Bottom left: Convergence of the three approximate models against
the rigorous solution.Bottom right: Convergence of a test case compared to
the simulator SunShine, version 1.2.

at low wavelengths where almost complete absorption iscgdeat the first pass of light. As
the initial energy transfer at the top interface was comgpuigorously and the equal split-
ting requirement of the coherent and incoherent channalggsoximately fulfilled for energy
transmission from air to silicon (cf. Fig. 3.26, right) app@roximate algorithms performed
well in that wavelength range. The partial coherent rayitgasolutions approximated the
rigorous solution much better than the incoherent rayigabut consequently underestimated
the absorptance at layer thickness higher than a few huratesnmeters in the long wave-
length range. A considerable amount of light is expecteceamh the rear interface in that
wavelength range for all tested layer thicknesses. Themghoice labeledpartially co-
herent 2"reproduced the visible interference pattern well at lalgger thickness. The second
empirically chosen energy splitting labelgzhrtially coherent 1” with less energy attributed
to the coherent channel approximated the absorptance oigibr®us solution better at high
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layer thickness but reduced the visibility of interferepegterns considerably. Both partially
coherent models underestimated the amplitude of the eren€e fringes in case of small layer
thickness. Most significantly in the graphs foBQm but also for um layer thickness the po-

sitions of the interference pattern of the flat layout andriperously computed rough layout

do not match. Hence the flat layout is not an ideal choice toaqumate the interference

pattern.

The relative integral error of all three approximate altforis against the rigorous solution
was computed using trapezoidal integration over the wagtherange. Results are depicted
in Fig. 3.27, bottom left. The convergence of all algorithwigh increasing layer thickness
was found to be rapid up to about Qum layer thickness and considerably slower above. That
shape of the convergence curves could be strongly detetinbpnéhe absorptance properties
of silicon and hence the normalization integral. Purelyolmerent ray tracing showed an
error of still 20% at a silicon layer thickness of L. The intuitive splitting of incoming
power“partially coherent 2” provided the best approximation already at low layer theden
but converged only to about 14% deviation at 400 nm layeiktiess . The non—intuitive
partitioning“partially coherent 1” lead to a better approximation of about 7% atn layer
thickness.

A similar convergence study was done using the simul&torShinenstead of the matlab
implementation. The version of SunShiS8anShingrovided by the University of Ljubljana
did not allow to completely stay within theftliaction intensities obtained by rigorous simu-
lation. Part of the scattering model used assumptions faatasscattering theory to evaluate
angular distribution of light when scattering at interfacélhe layer structure used for this
comparison is depicted in the inset of Fig. 3.27, bottomtrighdiffers somewhat from the
layout discussed above, as the light is incident from a dlaffsspace, not from aiSunShine
also provides a switch triggering completely coherent $atnon for very thin layers. For the
simulations presented here this switch had been activatdalfers thinner than 100 nm. Apart
from the low thickness region wheBunShing@erformed better the convergence to a rigorous
solution was found to be comparable to the results obtaintdtihe Matlab implementation.

Conclusion

The monitored convergence against the rigorous solutiorase of the test layout, which
lacks a back reflector, is clearly notfBaient at the typical layer thickness of silicon solar
cells. Literature comparisons to experimental EQE datgesigthat the semi—coherent ray
tracing method performs well in presence of a back refle@doe simulation results included
here suggest that care should be taken in application ohtiperieal algorithm if layers of low
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refractive index follow layers of high refractive index imet solar cell layout, as for example
in case of intermediate reflectors. An extension of thisymslto layouts including a back
reflector and optionally an intermediate reflector are ptahior future work.
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3.7. Summary

The synthesization of rough surfaces from height autotaifom data presented in section
3.2 yielded good results for modeling of FTO surfaces butraitl perform well in case of
etched ZnO:Al surfaces. It can therefore not be regardedgenarally applicable method
and requires an individual characterization for each TC.typhe results for the etched
ZnO:Al surfaces suggest that the method might also not parieell for other TCO surface
morphologies with strong fabrication fingerprints, suchBEVD deposited ZnO:Al surfaces,
which consist of randomly grown triangular pyramids. Phaatharacteristic shapes at random
positions according to density and to a size distributiotisaeted from AFM data might be
the method of choice to synthesize these characteristicAr§dirface morphologies. This
was recently also suggested by Agrawal [AF11].

The main result of the simulations presented in this chapésra quantification of possible
model errors. The most important requirement on the surégoghesization method was
to yield statistically identical surfaces over a wide ramj@lomain sizes. The ACF based
synthesization approach was found to maintain the surfeatestics to a high degree also
for very small domain widths. The automatic periodicity betsurface tiles and smooth
continuation over the domain edges provides a further adgarfor characterization purposes
as compared to mirrored surface cuts from large aperiodfacses.

The detailed characterization of the Monte Carlo averagimd)tae boundary influences
for 1D rough surfaces, in section 3.4, showed that low nedagirrors are hard to obtain for
wavelengths above 900 nm. A few tenths of geometry repragens of over 10@m do-
main width had to be averaged to reach 1% relative error aetheavelengths. The large
domain width was seen to be a requirement of the errors intedi by the artifial lateral do-
main boundaries, which do not approximate well the expemntaleease of an extended rough
interface. For #iciency prediction in photovoltaic application absoluteoes on the absorp-
tance scale are more important than relative errors. Onsttaé errors smaller than 1% of
the incoming power could be assured already for a few gegnsainples of moderate size.
Periodic boundary conditions are preferential for smathdm widths as compared to isolated
boundary conditions in the radius of influence analysis.

The Monte Carlo sampling required for simulation of solaiscelith 2D rough surfaces
yielded comparable standard deviations of the absorptasde case of the lowest domain
size tested for the 1D rough surfaces. Domain size limiatia 3D simulations indicate that
small relative errors can not be reached in simulation of @yh surfaces. Generally it can
be assumed that domain boundary induced errors conveltge fath increasing domain size
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in case of 2D rough surfaces, where the intensity of trappgd tlecays as /& within the
layer where it is trapped, withbeing the distance to the disturbance and without consigeri
absorption. For 1D rough surfaces the intensity of trappgd Hoes not decay with increas-
ing distance. Without damping through absorption or by pedeom the trapping layer the
threshold based radius of influence may become infinity indase. The convergence of the
errors induced by domain size limitation with increasingnédn size for 1D rough surfaces is
therefore a pessimistic estimate for the case of 2D roughees, which is only based on loss
mechanisms and not on distandgeets. In 2D rough surface simulation, the absorptances in
silicon and the front TCO yielded a good comparability alsehetween domain sizes ofiin

and 1.5um.

Simulated cells incorporating 2D rough surfaces and 1D moaigface slices were com-
pared in section 3.5.2. Surface slices have an equal heigltifferent angle distribution as
compared to 2D rough surfaces. The results yielded a googaa@ility of the total absorp-
tance and the absorptance in silicon for wavelengths be@né. This can be explained by
considering the results for transmission through a lowaive index into a high refractive
index medium presented in section 3.6. The total poweritmadtansmitted through the rough
interface should be comparable to the flat layout and mosiedight is absorbed before reach-
ing the back reflector in that wavelength region. The heiglot @angle distribution therefore
do not have a substantial influence on the absorptanceseswutthe computed values from
1D and 2D roughness are comparable. Above 600 nm wavelemlyéne light trapping #ects
become important, the computed silicon absorptances éotihand 2D rough surfaces dif-
fered considerably. The high absorptance contributionupesstrate light trapping depicted
in Fig. 3.23 which was approximated using the incoherenpling described in section 2.2.3
suggests that this contribution can not be ignored in thdigtien of cell the #iciency at
wavelengths above 600 nm.

A simple three layer layoutair or glas$/ silicon/ air, was chosen for the comparison be-
tween rigorous and approximate methods in section 3.6. Abtetdiference in total re-
flectance was shown between reflection from the rough and dhsificon/ air interface at
normal incidence. As early scattering events make the Bigtentributions to absorptance,
transmittance and reflectance, the reflectorless layoutcleasly not a favorable choice in
view of the implementation of the approximate solver. Thégenance of the partially co-
herent ray tracing system was found to be much better thaheofiat layer solution or the
purely incoherent ray tracing with far field angular scattgdata. In the simulations with the
custom solver implementation, deviations of 14% in an irdegorm to a rigorous solution
were reached at a few hundred nanometer layer thicknessthifmer layers the error in-
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creased considerably. Employing the far field scatterisgitutions is clearly not applicable
in case of very thin layers. A special treatment of thin layexrs applied in the simulations
with the solverSunShingallowed for a much lower error in that range of layer thickses.
For layer thicknesses above a few hundred micrometers ogewvee with increasing layer
thickness against the rigorous solution was found to be &owoth solver implementations
in the tested case.

3.8. Conclusion

A surface synthesization method was characterized withexdgo experimental rough sur-
faces. The synthesization method was found to be suitabkadogeneration of typical FTO
substrate morphologies. The convergence of a Monte Carlplssgrof small rough surface
patches and the artifacts introduced by the artificiallysgmolateral domain boundaries were
studied for 1D and 2D rough interfaces. The detailed amalysilD rough interfaces reveiled
that suficient convergence for experimental comparison could behezhfor sampling over
less than 20 surface realizations at a very small domainhwidReriodic boundary condi-
tions were found to be a better choice than isolated boundanglitions in combination with
buffer regions for representing the experimental case of améeterough surface. At high
wavelengths, domain sizes of up to a several ten micrometers necessary for flicient
convergence of the sample average absorptance to the cagewnded 1D rough interfaces.

A comparison of three domain sizes for cells with 2D rouglerifsices revealed simula-
tion artifacts introduced by the limited simulation domaire and laterally applied periodic
boundary conditions. However, a good comparability otsii absorptance was reached al-
ready for domain widths of gm and 1.5um. The required Monte Carlo sample size was
found to be comparable to the sample sizes required for 1§hreurfaces.

Simulations of single junction thin film silicon solar cellsth 1D and 2D rough interfaces
yielded comparable results in the low wavelength regionrevisdicon has a high absorption
codticient. However, in the spectral region above 600 nm wavdenghere light trapping
effects become important, the silicon absorptance was se@sigtificantly higher in case of
the 2D rough surface. Hence, 3D simulations seem to be regdassthat wavelength range
for a correct prediction of cellféciencies.

Using the characterized rigorous simulation of 1D rougtiaaas, the performance of an
approximate statistical ray tracing solver with an optigneoupled coherent transfer system
was evaluated. The performance of a partially coherentoqpate solver was found to be
much better than of a purely incoherent ray tracing systeowe¥er, no satisfying low error
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level could be reached at typical layer thicknesses of s@s. The bad convergence against
the rigorous solution is attributed mostly to the lack of albeeflector in the tested layout.

Many results reported in literature have shown that the-sempirical statistical ray tracing
methods can give a good insight into the multilayer opticalm$orbing systems with rough
interfaces. The availability of good approximations to @ag resolved scattering between
arbitrary materials through computationally inexpensivedels makes them applicable from
surface topography and refractive index measurements Balythe comparison done within
this thesis suggest that a characterization needs to befordte studied layer system and that
care has to be taken in the evaluation of results from the$eaas for reflectorless layouts or
if intermediate reflectors are present. A special treatroéwmery thin layers, as implemented
in SunShingis regarded as necessary.
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4. Periodic scatterers for light
management in thin film silicon solar
cells

This chapter presents optical simulations of the novelqgakei light management textures
developed at Helmholtz—Zentrum Berlin. The chapter begitisassummary of prior work on
light trapping in periodic geometries, available patteghmethods suitable for photovoltaic
device manufacturing and a discussion of the possible dagas of periodic texturing in
section 4.1. In section 4.2 the contribution of this thesigpresented in detail. Simulations
of periodic light trapping textures were done along with apezimental realization of one
of the simulated textures. Section 4.2.2 presents the empetally realized texture and its
geometrical reconstruction. A verification of the optidatsglation of the reconstructed model
with an absorptance measurement can be found in sectidn 4.R2e experimentally realized
textures were scaled and tested with various back refleotarepts in the simulations to find
an optimal light trapping layout. The results of these \@ies are presented in sections 4.2.6,
4.2.7 and 4.2.8. They suggest that the experimentallyzesliexture in combination with a
flat back reflector or possibly a detached back reflector tagould allow a light trapping
for polycrystalline thin film absorbers, which is beyond teeel achieved in microcrystalline
thin film silicon solar cells with etched AZO random texturdhe chapter concludes with a
discussion of the performed simulations.

4.1. Introduction

4.1.1. Prior work

Periodic scatterers for light management in solar cell€H@en a topic of research already
for geometrical light trapping in wafer cells for over twgntears. Campbell and Green stud-
ied the influence of V—groove textures as well as regular &ifted pyramidal grids on cell
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absorption by ray tracing analysis [CG87]. They concluded slubstrates with an optimized
regular patterning on the front and back side could outrdlaelgficiency gain of a lamber-
tian randomizing front surface for a wide range of incidemglas. Other groups extended the
ray tracing analysis for wafer cells, e.g. by consideringag®nal grids and varying unit cell
textures [HZW10]. Sizes of the textures considered for weddls range typically from ten to
a few ten microns. The thickness of wafer cells of about2@llows for such texture sizes
for which ray tracing analysis compares very well to expenial results [YUF06; HZW10].

Identical textures as used for wafer cells were subsequalsth proposed for implementa-
tion in thin film solar cells using a conformal growth of thertfilm structure on the regular
light trapping super—pattern. Thorp [TCW96] simulated V+4sdthgrooves, reaching cell cur-
rents close to idealized lambertian light trapping for thim silicon solar cells with 1@gm
effective thickness when using asymmetric gratings and tdp@mes. However such film
geometries would be very fiiicult to fabricate. Generally conformal thin film textures de
posited on large surface currogations benefit almost exelysfrom multiple geometrical
passes through the cell as the possibility for light to bppdeal at angles below the escape
cone within the active layer is very low. Such kind of trappis achieved with the micrometer
scale random texture presented in the previous chaptersofiibsis. However, even experi-
mentally optimized random textures do not perform as weltlia film silicon solar cells as
predicted by the geometrical limits. Instead of the prestidight path length improvement
factors of almost 50 at the band edge of silicon, LPIF valddess than 20 have been deter-
mined for microcrystalline thin film silicon solar cells [B€d6]. Thorp [TCW96] suggested
a combination of a periodic super—texture with lambertightltrapping, which according to
his estimations would yield a good light trapping performaialso for non—ideal lambertian
light trapping.

In recent years most approaches to light trapping improwmemnethin film solar cells are
based on diraction into guided modes of the thin film device. This regsia planar device
layout with small surface currogations of the interfacesciwimake the coupling of incident
light into guided modes possible. Sub—micron scale peripditerns have shown to be a
good competitor to random surface texturing for this puepfdS07]. Generally, periodic
interface patterns can always be regarded adteadiion grating, scattering into a discrete
set of modes of the absorber bulk. The unit cell shape detesrmihe modal structure of
guided modes and the scattering potential into each modesnRgcYu developed a theory
predicting wave—optical limits for light trapping basedastatistical energy distribution into
the modal structure of a uniform absorber layer [YRF10a; YRF10 his papers he proposed
1D and 2D grating layouts with band—edge absorptions beyloadjeometrical limits. His
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propositions were not based on actual solar cell structaseso low index front layer was
present. Haug et al. [Hatl1l] experimentally verified the excitation of guided modes i
grating structures. They further provided a more conseevatstimate of limiting &iciency
for thin film solar cells with TCO layers of non—negligible ¢khess and absorption,r§( —
né.), which evaluates to less than 40 at the band edge of silicon.

Periodic textures have further been proposed and implexdexst dielectric back reflectors
[Ber+07b; Zen-08] and photonic crystal intermediate reflectors for stdckrilti—junction
layouts [Bie+08; Bie+09] and anti—reflection coatings [Ts&l1].

4.1.2. Deterministic surface nano—patterning techniques in
photovoltaic research

Due to the strong economic constraints imposed in thin fillarscell production not many
of the proposed periodic designs were brought to applicatrdil now. Elaborated patterning
techniques like optical lithography or writing with focusearticle beams have processing
times and costs which are far beyond the requirements tolbketlifor inclusion into pro-
duction lines. In recent years, nano—patterning methoplalda of creating both, random and
periodic surface textures, have been brought to industgplication and are now a subject
of research also for photovoltaic application. Simple,rexnic and scalable patterning tech-
niques include colloidal lithography [OYO01; ISA08; Nuh0; Wan+09] and nano—imprint
lithography [Guo04; L+03; RV+09; Son-11a]. Colloidal lithography is very easy to ap-
ply but limited to shape factors provided by the thus depdsgarticles, usually spheres in
the sub—micron and micron range which assemble to layefs avitense packing structure
[ISA08; Nun+10; Wan+09]. Better control of texture shape requires the use of depos
masks [OYO01]. The colloids can also be used as a mask for gubsedeposition and etching
steps, thus forming e.g. spherical voids or U-shaped srathich may have application as
selective photonic crystal reflector [B€d7b; Bie+08; Bie+09], scattering interface [Zh08]

or ARC [Tse+11]. Other methods of self—assembly suitable for photawdtwork with self—
ordered metallic structures which can be implemented ds fledlector layer [Sat08; SK09]

or used as deposition masks [SHida]. Further columnar material growth is gaining popular-
ity in thin film solar cell design as it provides a combinatmimproperties of electrically very
thin devices with optically dfticiently thick devices [GY10; KALO5; Ke#10; Keh-11; Li+09;
Siv+09; Vant+11]. These methods allow to realize manyfelient surface textures. However,
the use of self-assembled systems limits the design pagesrtetthe geometry provided by
the characteristic shape and assembly. Fine-grainedotampossible through the use of de-
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Figure 4.1.: (a) k-space grid of discrete Fourier modes. The dependent third dimehsi®
been omitted(b) Propagation angles of various modes in the glass superstrate
of a cell patterned witll um square periodic texture.

position masks which reduces the assembly to the replicafi@a master, thus cancelling the
benefit of cost ffiicient self-assembly.

In contrast to colloidal lithography nano—imprint meth@ae completely replica—based. A
reuseable negative stamp is impressed into a soft substhaté is subsequently hardened.
This lithographic technique allows creation of high—asgexgtures with high aspect ratios
[Guo04; Lr03]. Feature sizes as small as a few hundred nanometers campheted on
larger areas than with optical lithography and at a conalalgrlower cost. Large—area im-
prints are currently readily available on plastic subssand have already been implemented
in a—Sjuc—Si solar cells using low temperature deposition techesd®d09; $d+10]. The
use of solgel-based imprinting on rigid substrates as glassbeen suggested for produc-
tion of light management textures already a while ago by BekfBre+97]. Currently, the
solgel imprint method is being transferred to large—aresing of glass substrates. Modern
solgels also survive the deposition and crystallizati@pstinvolved in the fabrication of thin
film silicon solar cells. The properties of silicon depasitiand crystallization to polycrys-
talline material on solgel textures have been studied byieimer et al. [Son09; Sor-10;
Son+11b; Sonll; Sonllal. The use of solgel based replicas for random and periedt
turing of thin film solar cell substrates was also reportedther groups [Het08; Wek-10;
Bat+1la; Bat-11b; RV+09].

4.1.3. Advantages of periodic scatterers for light management

The discrete modal structure can generally be seen as tlamtage of periodic textures over
random textures as it allows a tayloring of light trappinggerties to specific wavelength
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regions. Often the same argument is used to promote rancunds as beneficial in compar-
ison to periodic textures as they provide good light tragroperties over a large wavelength
range and for all incident angles. Practically and esplgciat polycrystalline thin film sil-
icon solar cells, which can be deposited a few microns thidckaut substantial electrical
losses, the wavelength range whefigceent light trapping is needed is only about half of the
complete absorption spectrum. Already moderate pathhesigitancement leads to good ab-
sorption characteristics below 750 nm wavelength, e.gBér{06]. Agrawal [AP09] showed
that a combination of scattering elements and planar wasgegwf diferent éfective refrac-
tive index could lead to a very good light trapping in amonpésilicon cells.

Additionally to the single—pass light trapping propertasthe texture an optimal choice
of the texture period can lead to additional light trappiygdtal internal reflection at planar
interfaces, e.g. the superstrate—air interface. Fromdhiedntal wave vector component

(mem) = 22 g+ g, @1)

wherem,, m, are the indices of the firaction order as shown in the left diagram in Fig. 4.1
andL is the unit cell pitch, the angle of propagation of a peridadtd with zero Bloch vector
in a material with refractive indem is defined by

6(my, m,) = arcsi %) . (4.2)

Herek, is the norm of the vacuum wave vector. The limit wavelengthtétal internal re-
flection at the interface to a material of refractive indegf a diffraction order for a square
periodic grid is given b, = kon which yields

Ln

My my) = —— (4.3)
me + g

Fig. 4.1, right, shows the propagation angles of variousrdte difraction orders of normally
incident light inside the glass superstrate for a textunéogdeof 1um. The angle of total
internal reflection was included in the diagram as a horaldimte. A beneficial &ect of total
internal reflection to light trapping has already been sesamaartifact in the 3D simulations of
rough surfaces in the previous chapter (p. 86) for the 750emogic cell layout. This gain by
multiple passes through the solar cell had fiisient band width to cover most of the spectral
region where light trapping is important. Possible gainsritvgrnal reflection are studied for
a specific periodic texture in a later section (4.2.7) of thapter. Random textures do not
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easily allow such kind of spectral tuning.

Optimizations of 1D and 2D grating textures have been peréarby many groups already
[CK+09; Wek10; Zen+08; HSO7; Isa; Paerlla; She1lb; She-11a]. Most of the designs
that were studied for implementation in micro—crystallarel crystalline thin film silicon de-
vices did not exceed the state-of-the-art light trappirayjated by a random texturing of the
front TCO interface, given e.g. in [Be06; LGHO04]. Some have very good light trapping
properties but were not designed with fabrication and etadtproperties in mind, as the
one proposed by Agrawal [Agr08; AP09]. For amorphous gilisolar cells a recent develop-
ment has been made through the use of substrates with cordsaxagonal lattice [Zh09;
Zhu+08; Zhu+10]. Material growth on the substrates did not lead to asthifeplication of the
underlying texture but to growth of dome-—like silicon seda on the pointy cones of the sub-
strate. The solar cells showed very good light trapping @rigs with no strong dependence
on the incident angle.

In case of polycrystalline silicon, which is regarded as ltlase material for solar cells
throughout this thesis, deposition and growth charadiesisire further constraints imposed
on the optical design. Sontheimer [Sonll; $bhb] showed that for electron—beam evap-
orated and solid—phase crystallized silicon compact pgstalline growth was possible on
mildly textured substrates only. Strong texturing leadreation of porous regions after crys-
tallization which results in a considerable degradatiothefelectrical properties of the cell.
A better control of crystal growth was found on periodic dtdtes withggir?oh;—ratios of more
than 0.5. Still porous and amorphous regions existed agioake of high—aspect random tex-
turing but their deterministic distribution allowed a revabby selective etching process. The
remainder of the etching process was grid of high—qualiygtailline material. The process
could be scaled to overidn material thickness on a substrate with a rectangular giergrid
with 2um pitch. The underlying substrate has features which asedimthe cones described
above, which provided high quality light trapping for amoopis silicon cells. In polycrys-
talline thin film silicon technology the most important adtege of periodic patterning lies
in the combination of a good light trapping texture with higlality material growth charac-
teristics. The optical properties of the textures produsgquerimentally by Sontheimer were
studied by simulation by the author of this thesis and arsegmted throughout the rest of this
chapter.
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solgel imprint

—— after imprint
+ UV hardening: .
\ textured substrate silicon
deposition
hhdhdddd
substrate

Figure 4.2.: Top left: Schematic of a solgel imprint process. A stamp with the negative of the
desired texture is pressed into the solgel which is subsequently harbgndd
exposureTop right: TEM of a 1.4um thick silicon layer deposited on a textured
solgel and crystallized by SPC. The material at the flanks which is hightigate
mains amorphous to a high degree whereas the other regions wheréotnaes!
into crystal grains.Bottom: SEM view of the deposited silicon before and after
selective etching of amorphous parts.

4.2. Nanodomes — a realistic texture for light trapping

created by a nano—imprint technique

4.2.1. Experimental fabrication and characteristics of silicon dome

structures on solgel substrates

Nano—imprint lithography textures are created by a stagypincedure. The top left schematic
in Fig. 4.2 depicts the solgel based imprint process. Afefoanation of the solgel surface
by the stamp the solgel is hardened by UV light. Then the stamgmoved from the textured
solgel. The cross—sectional TEM image on the top right of #ig demonstrates for aun
square periodic texture that substrate textures with hggleet ratios can be produced using
this technique. On top of the solgel, which is colored ligtgygin the image, an amorphous
silicon film, colored in darker gray, was deposited by elmttbeam evaporation and then
crystallized by SPC. The resulting material featured ctlyga on top of the conical substrate
texture and a grid of high qualitity polycrystalline ma#giin the valleys. Only at the flanks of
the texture a columnar growth of amorphous material wasdporarked by a white border in
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the TEM image. In a selective etching step following the talization these amorphous parts
were entirely removed without destruction of the crystalparts. The remaining crystalline
texture consists of a silicon grid and isolated cone—shapgstals on the tips of the solgel
substrate. Details of the fabrication process and of themnahicharacterization can be found
in Tobias Sontheimer’s thesis [Sonl11] and correspondipgiEaSor-1la; Sor11b].

4.2.2. 3D reconstruction of the periodic unit cell from TEM images

Due to the high aspect ratio of the solgel and silicon sudacélirect measurement of the
3D textures by AFM was not possible. The similarity of thetgyg unit cell to the function
Z(x,y) = coF(x) + co(y) suggested a scaling of this function with radial power fions to

fit the shape to the experimental geometry. Unfortunatblyaictual geometry was deviating
too much from this model function and no satisfactory resatiuld be obtained by scaling.
Therefore a more general approach for 3D geometry recatistnuwas developed based on
experimental TEM data.

Reconstruction procedure

The best available data was a cross—sectional TEM image @ periodic solgel substrate
with a nominally 1.94:m thick silicon layer showing a cut plane through many unilsceA
small sector of the TEM image is depicted in Fig. 4.3, (a), aradked as “vertical TEM cut”.
The schematic on the left side of the Figure visualizes tlenstruction procedure applied
for 3D geometry reconstruction from the cross—sectionaVitata:

Imperfect alignment of the sample lead to a cut directionaadlinear to the grid vectors as
visualized by the red line in the SEM top view marked “top vielwhe TEM image was more
than 10Qum large and contained a few sweeps through the completeelhiCer about half
of the image spline curves were traced manually to the salggkilicon interfaces, visible as
pink and yellow lines in the TEM sector depicted in Fig. 48). (The obtained curves were
polygonalized and mapped to a quarter of the unit cell usmigigal guess for the propagation
anglea of the TEM cut. The propagation angle was subsequently fitexbout 238°. The
resulting surface morphologies of the reconstruction @secre depicted in the bottom left
box of Fig. 4.3.

Adaption of the model to different silicon heights

Silicon growth using electron beam evaporation as depositiethod was found not to be
strictly in normal direction. Hence surface morphology lo¢ tsilicon top surface changes

112



4.2. Nanodomes — a realistic texture for light trapping @édy a nano—imprint technique
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surface data is digitized from
TEM images through manual
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SEM top view of silicon surface
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Figure 4.3.:(a) Schematic of the 3D recovery process of the unit cell texture from &-eros
sectional TEM image. Nominal silicon height was 184 Only a small part of
the TEM image used for reconstruction is shown here. Details about tha+ec
struction are given in the text(b) Reconstructed unit cells for girent silicon
deposition heights. The shape of the reconstructed silicon surfaces shda)
was adapted to the cross—sectional SEM images shown side by side witirthe ¢
putational models. Bottom and top surface of the silicon layer are visualized in
yellow. The actual silicon volume was removed for interface visualizatiorsand
schematically superimposed as an area shaded in light red.
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with layer thickness. No reconstruction based on the pra@edescribed above was done to
obtain 3D models of these surfaces. Instead cross—selcB&id images were used to de-
fine a radial shifting function mapping from the cross—sattf the reconstructed surface at
1.94um nominal silicon height to the surfaces at g, 2.4um and 4.Jum nominal height.
The obtained shifting functions were linearly extrapadate higher radii and applied to the
reconstructed 3D data set. The resulting geometric modelst@own on the right side of
Fig. 4.3 in a side—by—side comparison to the SEM image usddtassource. A small correc-
tion was also applied to the reconstructed solgel surfam® the comparison to the images
of the etched texture depicted in Fig. 4.4 as flanks had beamdfto be steeper than in the
original reconstruction.

The volume between lower and upper curved surfaces in thegeic models have been
adjusted to the nominal heights measured on untexturedcerefe samples. Evaporation is
a physical deposition method, thus the amount of materipbsieed on a surface per unit
area should not be strongly dependent on the morphologyhémbdels with known silicon
volumes compare well with the SEM images this can be assuspbtfied.

Modeling of the selective etching process

Etching of the amorphous silicon parts at the flanks of thgedgbeaks created a circular
groove around the peak with bounding silicon surfaces tleaéviound to be close to a conical
shape. A cross—sectional SEM image of the result of etchisanaple with 2.4m nominal
silicon thickness is depicted in Fig. 4.4. The inner and oataical surface have approxi-
mately the same opening angle From an average over a few cones of a SEM image this
angle was found to be approximately°2€ith only very small deviations. The horizontal ra-
dial distance between inner and outer surface was meassigggpeoximately 0.34m. In the
geometrical model conical surfaces were used to reprelsemhaterial interfaces created by
the etching process.

4.2.3. Cell layout and material parameters

For the solar cell simulations in this chapter a model destececture very similar to the one
for rough surfaces described in section 3.3.1 of the prevahapter was used. The solar cells
where assumed to be illuminated through their glass sup&stAs no exact set of material
data was available for the solgel it was assumed to be noorath® with the same refractive
index as glass. A vertical surface shift was used to createrd TCO layer which had a
vertical thickness of 300 nm unless indicated otherwisee [Byer can be seen in Fig. 4.4
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Figure 4.4.: Left: Cross—sectional SEM image of the 2m thick silicon layer before and
after the etching process. The cone opening angle was evaluafed 20°. The
distance between the inner and outer conical surfaces delimiting the amasph
material region has been measured as 0.34um. Right: Computational model
of the unit cell with conical etchings.

in yellow below the silicon absorber, colored light red. Imslations of etched structures
the conical cuts into the silicon were assumed to be filledhwit!. At the back side of
the silicon absorber fferent reflector layouts are used throughout this sectioncate of
the conformal ZnO:Al silver reflector a local surface normal growth directionhad ZnO:Al
layer was assumed to avoid very thin layer thickness at $ka@els. The normal thickness was
assumed to be 85 nm. Material parameters of tifemint materials as used for the simulations
are given in appendix A.

4.2.4. Numerical convergence

Numerical convergence was tested for a complete solarayalut. The reconstructed etched
silicon absorber of 2.4m nominal height before etching, depicted in Fig. 4.4, wasedfore
completed with a conformal ZnO:Akilver back reflector. The cross—sectional view of the
computational domain is shown along with the convergenagrdms in Fig. 4.5. A plane
wave normally incident from the glass half space was useldeamtident field. As in case of
the rough surfaces in the previous chapter both the relatigr and the absolute error of the

When building an actual PV device of these etched texturesirayfpf these gaps with material might be
required.
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Figure 4.5.: Relative and absolute absorptance error are plotted versus the finite mleme
degree for the absorptive layers in the device. The discretization of theutam
116 tional domain was kept fixed at every wavelength. Solutions of one luigteer
than the highest displayed order were used as reference solutiong. 3édor
expectations on finite element convergence behaviour.
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computed absorptance in thefdrent material regions were monitored to obtain the compu-
tational settings for the following simulations. For eation of the results and experimental
comparison a high relative precision is not needed in nmatewith a very low absorptance.
Considering the absolute absorptance error for the choicemmkrical settings while having
the relative error in mind allows for a good tradé+wetween quality of the solution and com-
putational costs. In case of the dome-like structures withirafront TCO layer deposited
on the textured substrate, absorptance is quite low inyrtaexcept for the silicon absorber.
Thus silicon dominates the choice of the finite element defye most wavelengths. For all
following simulations a choice of computational settinggswnade which satisfied a 1% ab-
sorptance error threshold in this error analysis. At wavgtles between 850 nm and 1000 nm
4"_order elements were used to ensure a very good quality sbilaéion in that wavelength
range. Maximum edge lengths in the unstructured grids waf@eed by the grid refinement
routine of the finite element solver prior to computation.
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Figure 4.6.: Comparison of experimental absorptance measurement and simalbsedp-
tance for a nominal silicon height of 2.4n deposited on a textured substrate.
Measurement and simulation were done for the geometry obtained aftémgetch
of amorphous residues. A schematical cross section of the geoneticke!
is depicted in the inset. A thin layer of Zg@s present between glass (bottom)
and silicon (top) domains. Additionally to the 3D simulation, a 1D simulation
based on nominal material heights was included for comparison. Detailseon
marked region between 3D simulation and experimental spectrum are give
the text.

4.2.5. Experimental verification of the computed absorptance

An experimental absorptance measurement was made aeditathle author by Tobias Son-
theimer. For the measurement an integrating Ulbricht spketh a reference beam and a
sample holder placed inside the sphere was used. In cotdrthst reflection—transmission se-
tups often used this setup should produce much smalleaediin case of scattering samples,
as no light can be scattered out of the entrance cone of thécbiitsphere. The absorption
measurement was performed on etched samples gh2 @ominal silicon height and no back
reflector, as depicted in Fig. 4.4. An intermediate layerldd 70 nm ZrQ was present in
between the solgel and the silicon parts of the measuredlsaiiipe sample absorptance was
measured for light incident through the sample substrate,ve&ry small inclination of 10
between the substrate normal and the incident beam.

Simulations of a cell model corresponding to the experimesample were performed for
normally incident light. The experimental and computediltssare compared in Fig. 4.6. A
schematic cross—sectional view of the simulation domaith enlarged intermediate ZpO
layer thickness, is included in the diagram. The full geaioakt model of this cross section is
depicted in Fig. 4.4. Both the 1D and the 3D simulation inctuaeFig. 4.6 were performed
including multiple reflection between the superstyatie interface and the solar cell model
using the algorithm described in section 2.2.3. The 1D dafimn of the flat layout was done
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using the nominal material heights computed from the 3D rho@lke material parameters
used for simulation can be found in appendix A.

Correspondence between simulated and measured curvey igoaat for the wavelength
range between 500 nm and 920 nm. Both absorptance curves3osimulation and mea-
surement, lie considerably above the 1D simulation withesamaterial volume. This high-
lights the strong light trapping achieved by our corrugatdidon surface already by total
internal reflection from the back surface, which happensngtes above about 17t sili-
con/air interfaces and was the motivation for the detached tefl@esign studied in section
4.2.8. For wavelengths above 920 nm, the simulated absmgtapidly converges to zero
towards the band edge of crystalline silicon. The expertaleabsorptance, in contrast, lev-
els df to about 20% at wavelengths above the silicon band edgdtingsin the region of
high difference between model and measurement which is marked ag argeain Fig. 4.6.
The same high absorptance in that spectral range was alsuredandependently using the
PDS method [Son11] and therefore is not considered an empetal artifact. This high sub
band gap absorptance should not be present for a crystallioen absorber and may arise
from absorption by defects in the non-optimized experirmlgmblycrystalline absorber mate-
rial. As defect absorption is not included in our simulatrondel, a defect free experimental
absorber should show a similarly reduced high wavelengtbraition as present in the simula-
tion. Comparability of simulation and experiment is therefoot good close to the band edge.
However, the very good correspondence in the lower wavéhergion, where experimental
optical material properties should be close to crystalsitieon, verifies the high quality of
our model.

The results of this experimental comparison also hightighe importance of taking the
superstrate light trapping into account to be able to atelyraredict absorptance for optical
systems coupled to a substrate, like solar cells in supgestonfiguration.

4.2.6. Incoupling of light into silicon

Using the reconstructed solgel surface morphology degicté-ig.4.3, bottom left, an anal-
ysis of the transmittance through the front layers of tharsotll into a silicon half spaée
was simulated for several variations of the interface texturhe vertical device layout in
these simulations consisted of three layers, two infinitedpeaces of glass and silicon and an
intermediate ZnO:Al layer. Both interfaces of the internagelilayer had the morphology of
the reconstructed solgel interface. The vertical layeckiiess chosen for the ZnO:Al layer

2The word “incoupling” is used in this context to describe ttansmittance through the front layers into a
silicon half space. This should not be confused with cowgpiitio guided modes.
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Figure 4.7.: Top row: Transmittance from a glass half space into a silicon half space through
a textured glass interface and an intermediate 200 nm thick ZnO:Al layes. Th
solgel interface texture was scaled in all directiohsft) and only in the vertical
direction (ight). Bottom left: Absorptance of the silicon layer in simulated solar
cells with a nominally2 um thick silicon layer and a ZnO:Asilver back reflector,
at identical interface texture scalings as in the diagram above. Nominalriakte
heights were kept constant at all scalings.

was 200 nm. The transmittance into silicon was calculatedvajuating the real part of the

normal energy flux through the ZnO;Allicon interface, as defined in term Il of eq. 2.30. As
discussed in the fundamentals chapter (see Fig. 2.6 anespomding text) the convergence
of this surface integral is usually not as good as for the m@untegrals. The finite element

degree was therefore set to at least one order higher thameddly the 1% thresholds in

section 4.2.4.

The transmittance into silicon was evaluated for twmbedent simulation series. In one se-
ries the interface was scaled in all directions, thus chramtiie height distribution but not the
angle distribution. In the other series a scale factor wasieghin the vertical direction only,
changing both the height and the angle distribution. Thaoadthickness of the intermediate
layer was left unchanged so that the material volume of Zn@ek unit area was constant.
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The results of the simulations are presented in Fig. 4.7rd@aep In case of equal scaling in
all three space directions, which is shown in the left diagrao pronounced changes in the
transmittance are observed. Light incoupling into thessiii absorber is very good with val-
ues around 94% of the incoming light in glass. The curvesHerthree tested scalings with
unit cell periods of zm, 1um and 0.6&m coincide in most of the tested spectral range. Dif-
ferences exist in the wavelength range from 500 nm to 700 nerevan interference pattern
is visible. This interference gets more pronounced withrgi@ging unit cell size. Maximum
deviations of less than 3% can be found in that wavelengtlomedn case of exclusive height
scaling which alters the angle distribution of the surfa@®atinuous reduction of transmit-
tance towards the transmittance of the flat layout can be torewai for scale factors smaller
than one. Transmittance was reduced by about 10% when tfeesuexture was scaled to
about half of the original height. Thus the angle distribatof the unit cell seems to be of
much higher importance than the period and the height bigtan regarding light incoupling.
In case of the considered periodic texture this statemesg dbviously not hold for light trap-
ping dfects as can be seen from Fig. 4.7, bottom left. The solar walitsre considered for
this computation consisted offectively 200 nm of front ZnO:Al, 2000 nm of silicon, 85 nm
of back ZnO:Al and a silver reflector. At both interfaces deling the front TCO the solgel
texture was applied whereas at both interfaces delimitiegoack TCO the reconstructed sil-
icon top interface for 1.94m nominal silicon height was applied. Nominal material inésg
were kept constant at all scalings. A plane wave normalliglera from a glass half space was
used as light source. The silicon absorptance plotted iditggam does not show pronounced
differences at wavelengths below 700 nm. However, at largerlerayths, where light trap-
ping becomes important, the two samples with larger featizeeclearly show a superior light
trapping compared to the smallest feature size. In thatagéh range the transmittance into
silicon did only show minor dferences.

4.2.7. Influence of the texture period on light trapping

The whole experimental fabrication process of imprinting anaterial deposition is scalable
to a high degree, as demonstrated by the TEM image of a 300 riodpmesolgel texture with
nominally 270 nm of silicon deposited on top depicted in Bid.on page 137. The amorphous
material growth emerging from the flanks of the solgel textas described in section 4.2.2
limits the material height of high quality silicon which cée efectively deposited on the
textures. For solar cell optimization it was therefore aérest whether a better light trapping
could be achieved at smaller domain pitches with corresgbntbwer amounts of absorber
material deposited on the substrates. The computationdéhused for this simulation series
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consisted of the solgel with 300 nm of ZnO:Al and nominally2n of silicon deposited
before the etching process. As for the experimental corsparin section 4.2.5 the etched
unit cell layout was used. For this analysis the model dedidh Fig. 4.4 was completed
with a back reflector consisting of 85 nm of ZnO:Al grown in therface normal direction
and a silver layer of a minimal thickness of 100 nm. A crosstigeal view of this layout is
shown in the center of Fig. 4.8. In the scaling process thelevhoit cell was scaled in all
dimensions, so that all layer thicknesses decrease aogbydi his assures best conformance
with the fabrication process although it may be criticizbdttno working solar cells can be
built from the resulting specifications in case of very srdakinain periods.

Superstrate light trapping can be optimized to a selectahlelength region in case of
periodic layouts. The first @raction order in the superstrate just depasses the catngaé for
total internal reflection on the superstraédr interface when the vacuum wavelength equals
the texture domain period, as described by eq. 4.3. Overgerainvacuum wavelengths larger
than the domain period a second pass through the solar teéinsassured for light reflected
into the first difraction order. In case of normally incident light one wouiérefore suspect
the best choice of the domain period for gains by supersligte trapping to lie between
700 nm and 900 nm. An example diagram of propagation anglesveavelength is depicted
in Fig. 4.1 on page 108 for a domain period qirt.

Simulations for optimization of single pass absorptancesalar cell using periodic grating
textures have already been made by many research groupsptmal pitch for single pass
light trapping under normal incidence which was repeateeibprted in literature lies around
800-900 nm texture period. A second pitch groups frequeagyrted is around 450-500 nm
texture period. Weiss [Weil0] and Zeng [Zer08] reported periods of 833 nm and 500 nm
respectively for 1D rectangular gratings and crystalliliean absorbers.Campa [CK-09]
found optimal texture periods of 600—750 nm for sinusoidaltatings with diferent grating
heights andguc—Si single junction cells. His best results stay at a higellalso at texture
perdiods up to 900 nm. Sheng [SHelLb] optimized 1D triangular and saw—tooth shaped
grating textures, reporting an optimal period of 900 nm ithbeases. Agrawal [AP09] and
Isabella [Isa] reported optimal pitches of 450 nm and 500 nm usirfEedént grating textures
with material and device stack height parameters of amarplsiicon solar cells. For a
2D periodic pyramidal texture Haase [HS07] reported 850 srbest texture period. More
recently, Paetzold [Pad 1b; Pae11a] found an optimal texture period of 500 nm for 2D
periodic plasmonic reflection grating back contactgérSi thin film solar cells.

In all optimization studies mentioned above the device litesgyucture was kept constant.
This is not the case in the scaling analysis presented heiith8 figure of merit for PV
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Figure 4.8.: Average absorptance in the wavelength range between 600 nm anamlfoo
the solar cell geometry depicted in the center of the diagrams, scaled ii-all d
mensions to various domain periods. Absorptance at the first passl€thbri-
mary) and due to multiple passes through the solar cell are presentedadely
to visualize the gain by internal reflection at the supersfeaténterface.

application is the absorptance of the silicon layer. For teason the average absorptance

1 Amax
<A>/1min,/lmax = —f A(ﬁ)d/l (44)
A

/lmax - /1min min

was plotted inf Fig. 4.8 for all scalings without considegrithe diferent material volumes.
Light path improvement in the various cases will be discdss¢he following subsection. The
wavelength interval used for trapezoidal integration wags = 600 nm todmax = 1100 nm.
For domain periods up to 1000 nm a 10 nm wavelength spacingisesand a 20 nm spacing
for larger periods. To discriminate light trapping by reflen in the superstrate from light
initially trapped in the textured silicon absorber the nalized fractions from the primary pass
and from subsequent passes were included in Fig. 4.8 andl@ketprimary andmultipass
in the diagrams (red curves). Additionally, the non—noieeal primary absorptance and the
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Figure 4.9.: Reflectance from planar silicg@nO:Al/silver stacks at normal incidence for
ZnO:Al layer thicknesses corresponding to the domain scalings used Birth
ulations within this section.

total computed absorptance (labeledal) were included (black curves). All curves were
plotted over the texture period which is proportional to $keale factor applied to the nominal
geometry defined for a 2000 nm periodic substrate. The quureing wavelength resolved
absorptance spectra of the silicon layer can be found inrepp®.1 for all simulated layouts.

In the diagram for silicon absorptance in Fig. 4.8, uppdy E€ep slopes are visible below
wavelengths of 500 nm and 850 nm. These can be taken as a sigproived light trapping
at these periods. A small local maxiumum is formed in thel @isorptance at 850 nm and
no significant improvement in absorptance happens untid H@® domain period where the
nominal silicon thickness is more than 1.6—fold the valugsitnm. The absorptance gain due
to light trapping in the superstrate is largest at periodsr@lonly a few propagating orders
exist in glass. The gain by multiple passes is very low atgosrbelow 500 nm where all light
is reflected specularly over almost the complete wavelerggige. It is highest in the range
from 700 nm to 800 nm domain perdiod where only a few orderpggate at oblique angles
below the escape cone at the superstraiteinterface. The maximum gain by multiple passes
is about 20% of the total absorptance in that range of dom&ilogs. For higher periods the
gain slowly drops to about 10% of the total absorptance. Nidriiee scaled down geometries
reached the silicon absorptance values of the largestitdstaain size with the highest silicon
volume.

Losses in the front and especially in the back TCO are smallstalings, ranging from 1%
to about 11% of the incoming power flux. In case of the back T@Spgptance does not scale
with material volume. Absorptance is highest at low domagriqus. This is probably due to
enhanced absorption from localized plasmons at the itettathe neighbouring silver layer,
as in case of the silver reflector layer very large absorgtaatues were found at low domain
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periods: Absorptance monotonically drops from about 20%hefincoming power flux to
about 5% at the largest domain period. The high absorptario® @omain periods cannot be
explained from decreasing reflector quality alone. Fig.depicts the reflectance properties
of a flat silicory ZnO:Al/silver stack under normal incidence. The ZnO:Al layer thieks
was adjusted corresponding to the domain period in thergrahalysis. Reflector quality of
the ZnO:Al/silver stack decreases with decreasing ZnO:Al layer trésknbut only by a few
percent. It is probable that the large absorptance valugitver found at low domain periods
result from an excitation of localized surface plasmon$atsilver interface. Potentially the
absorption is further increased due to the decrease in thyekness of the ZnO:Al spacing
layer as discussed by Haug [He@B]. Paetzold [Paglla] calculated a very similar curve for
absorptance in the silver reflector when varying the domanog of a square lattice. His
absorptance depasses 20% at 300 nm domain period and dscteabout 10% at 1000 nm
domain period.

Light path improvement at the band edge

Light trapping éficiency at diterent domain periods is measured by computing light path
improvement factors. The light path improvement is the patigth in nominal absorber
thicknesses, calculated by equating the absorptance ailiben layer to Lambert—Beer ab-
sorptance of the light coupled into an infinite silicon halése,

A1) = 1(A)(1 - expla LPIF(2) dyominal) - (4.5)

HereA is the measured absorptanté#he light coupled through the front layers into an infinite
silicon absorberg the absorption cdicient of silicon andd,omina the nominal silicon layer
thickness. Solving for the LPIF yields

A1
—~In(1- &)

(4.6)
Incoupling simulations (cf. section 4.2.6) could not dooeethis simulation series based on the
etched absorber model, but from the results in Fig. 4.7 itdegs seen that the transmittance
into silicon is almost constant at wavelengths between &@nd 1000 nm, over a wide
range of domain periods. Therefore a constant incouglimgio silicon was assumed for
this analysis. As a conservative choice all light initiaitgnsmitted from air into glass was
assumed to be transmitted into silicon, to eliminate thects of a planar anti-reflection system
which was not applied to the devices simulated here. The maintihickness of the etched
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Figure 4.10.: Conservative approximations of light path improvement factors in silicomgus
an assumption of perfect incoupling of light into the absorber layer. @&gyer
LPIF and absorptance values were computed for wavelengths betwéémi0
and 1100 nm for all domain periodd.eft: LPIF and absorptance including
superstrate light trappingfects.Right: LPIF and absorptance of the first pass
through the solar cell.

silicon absorber on the substrate with 2000 nm periodhigina = 1.93um. All computed
wavelength resolved LPIF spectra can be found in the diagramppendix B.1.

High LPIF values as predicted by theory [Yab82; YF11] areeeted only at the band
edge where the absorption ¢heient is sdficiently small. At wavelengths above 1000 nm
isolated LPIF values of over 30 were reached for some domi&hgs, due to resonances
lying in that wavelength range. These resonances makdiitudi to compare the éierent
domain scalings. Therefore, average LPIF values were ctaddor the wavelength range
from 1000 nm to 1100 nm. The average high wavelength reselte plotted over the domain
period in Fig. 4.10 together with the average absorptantieeisame wavelength region. The
left diagram shows the LPIF values computed for the totaltligapping system, including su-
perstrate light trapping. The LPIF values in the right deagmwvere computed considering only
absorption from the first pass through the solar cell. Forctresidered solar cell texture and
structure light trapping close to the band edge is best attioperiods of 500 nm and 900 nm.
Including the superstrate light trapping, a maximum wavgle average LPIF value of over 16
was found at 900 nm domain period and over 12 at 500 nm domaiodpéVhen excluding
the superstrate light trapping, the strongly superstrafgedding LPIF maximum at 900 nm
shifted to 850 nm and dropped to about 11, while the valueni®500 nm periodic texture re-
mained almost unchanged, as only 0-order reflection existshaies within the escape cone
of the superstrateir interface. The observed optimal domain periods areistamg with the
findings of other groups cited above. The LPIF values contpfdemost layout variants are
smaller than Yablonovitch’s geometrical limit [Yab82] af4~ 50, wheren is the real part of
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Figure 4.11.: Absorptance in silicon for the2m periodic layout and absorptance of a silicon
layer of31um thickness. The wavelength integrals of both curves are identical.

the refractive index, and far below Yu’s fundamental lindEL1] of 4mn? ~ 158 for uniform
layers. The light path enhancement of over 16 for 900 nm domeriod is at the maximum
light trapping level measured by Berginski in his experinaémainalysis of microcrystalline
cells with etched AZO front TCOs [BeD6].

Despite of the higher LPIF values at low texture periods #rgdst value of average ab-
sorptance in the high wavelength regime was still reachdfiercells with 2000 nm period
where light trapping with an LPIF of about 13 is combined watlmigh silicon volume. A
large silicon absorptance at small material volume, delréor solar cell production, has not
been found.

Light path improvement over the whole spectral range

For the layout with 2im texture period a silicon layer thickness correspondindp¢cabsorp-
tance over the spectral range from 600 nm to 1100 nm was ceahptlihe result is displayed
in Fig. 4.11. The factol in the Lambert—Beer law eq. 4.5, with LPI§(= 1, was computed
as the wavelength average absorptance in silicon of thelaieautextured cell in the wave-
length range between 600 nm and 700 nm. In this range silicsorptance is almost constant.
The obtained for the power coupled into the silicon layer was kept cortstaer the whole
wavelength range, which was assumed to be a good estimatonthe results of section
4.2.6. The nominally 1.93m textured thin film silicon solar cell absorptance corresjsoto

a 31um thick silicon layer in an integral norm over the tested wength range. This eval-
uates to a silicon light path enhancement of about 16, ajrpadially removing the fects
of parasitic absorption in other layers of the solar celle Télatively good correspondence of
the previously computed band edge light trapping and largeslength range evaluation in
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this case cannot generally be expected for periodic systehmey be an féect of the large
period, compared to the tested wavelength ranges.

4.2.8. Influence of the back reflector on light trapping

In this section three éierent back reflector designs are compared for i@ periodic layout
with 2.4um silicon deposited before etching. As a reference the selalayout without back
reflector, already shown in the experimental comparisoreatien 4.2.5, was also included.
The implemented back reflectors layouts are a conformal beftégctor, a flat back reflector
with a large back TCO volume and a detached flat back reflectitvowi back TCO. The
detached reflector design was recently studied by Moulireexgentally, employing etched
ZnO:Al surface textures for light trapping [Med1; Mowt+12]. The conformal back reflector
design was already used for the simulations in the previegia. To further assess the
losses induced by the silicon etching both etched and uedteérsions of each layout were
simulated. The results of this study are summarized in Fi 4nd in the tables 4.1 and 4.2.
Table 4.1 holds LPIF values close to the band edge and tabili¢on layer thicknesses with
integral absorptions equal to the thin film layouts. The cotafon of these values was done
as in section 4.2.7.

The silicon volume reduction by about 20% due to etchinglte$n a decrease of silicon
absorptance by 3% to 5% of the incoming power in all casestdihdated LPIF values close
to the band edge are not venyfdrent between the etched and unetched layouts, if aback TCO
layer is present. LPIF values are lowest for the cases witick BCO, when compared to the
reflectorless stack and the air spaced flat silver reflectightlpath improvement factors up
to 25 were calculated for the configurations without back T@get. In the back TCO free
cases, light trapping inside the dome structure is cleapgsor to the light trapping achieved
in the etched silicon layer.

Regarding the back reflector design no large influence of thk tedlector on the absorp-
tance inside the silicon and front TCO layers was found in cdske conformal and the flat
ZnO:Al/Ag back reflector design. Absorption in the silicon layer lim@st identical to the
reflectorless case. However, thetdrent reflector layouts lead to affdirent distribution of
the incoming energy flux into reflectance as well as tranamat, or absorptance in the back
TCO and silver layers. Total absorptance is very high in cddbeoflat ZnO:Al/ Ag back
reflector and Haase [HSO07] stated that a flat back reflectogrlés generally beneficial for
light trapping compared to a conformal back reflector desigrihis context it remains to be
cleared whether the high absorptance inside the back Znl@y&r of the flat layout could
be turned into silicon absorptance if replaced by a low—disg back TCO material. The
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absorptance of silver is only on the order of a few percentasecof the flat back reflector
layout. Here, reduced surface area may play a role in additithe suppression of plasmonic
excitation.

A recent experimental evaluation of detached reflectorgussfor uc—Si thin film solar
cells with rough interface textures by Moulin [Me@1; Mow+12] resulted in an absorption
enhancement of the silicon layer with respect to the custprmanformal ZnO:Al Ag back
reflector. In Moulin’s studies of ier materials between the silicon absorber and the back
reflector, low index materials were generally preferentiathe detached back reflector design
included here the back TCO of the flat back reflector layoutusised above was substituted
by air. This back reflector layout shows a considerable aszef absorptance in silicon with
respect to the other layouts. High LPIF values in siliconattained close to the band edge
and the silicon layer thickness corresponding to the wangleintegrated absorptance, cf.
Table 4.2, is greater than @ in this case. However, it is not clear whether thikeet is
mainly due to decreased parasitic absorptance or due tdh#rmge in refractive index. Also
the trends seen by Moulin might be due to a better opticalisgdo the silver reflector, thus
reducing parasitic absorption.

back reflector type || etched| unetched

none (air) 13 19
conformal ZnO:Al Ag 13 14
flat ZnO:Al/Ag 11 10
flat air/ Ag 19 25

Table 4.1.: Average LPIF values in the wavelength range between 1000 nm anchirl 6
the tested back reflector layouts. Computation as described in section 4.2.7.

back reflector type || etched| unetched
none (air) 31lum | 38um
conformal ZnO:AlAg || 31um | 34um
flat ZnO:Al/ Ag 29um |  32um
flat air/ Ag 37um | 51um

Table 4.2.:Silicon layer thicknesses with identical wavelength integrated absorptioneas th
thin film layouts. Computation as described in section 4.2.7.
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Figure 4.12.: Comparison of cell absorptance fractions for unetched (left) and etainggut)
solar cells on a 2:m periodic substrate with a nominal height of 2 silicon
deposited before etching. frent back reflector designs are compared in the
vertical direction. Layout cross—sections are included in the diagravikite
numbers indicate the average absorptance of silicon in the displayed-wave
length range.
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4.3. Discussion and outlook

This chapter on light trapping by periodic textures dem@tetl that good light trapping per-
formance can be achieved with designs suitable for a coedrpblycrystalline silicon growth.

The reconstruction of the experimental nanodome textwessage unit cell from TEM
images performed for the geometric model constructionétiee 4.2.2 can be seen as a com-
petitional method to AFM scans in cases where this methodretitly obtaining 3D height
distributions fails. Of course the TEM method relies on thailability of very large TEM
images propagating through the texture under an obliquie aoghe grid vectors. In cases of
textures with very steep sidewalls this angle might beaaiton the success of the method.
Also the preparation process of TEM samples is tedious asjitires glueing, mechanical
abrasion and ion milling steps, although these processew@lt established. No complex
preprocessing is required for AFM scans.

Nanodomes seem to be a geometry very suitable for lightitngpps already demonstrated
for amorphous silicon solar cells in the substrate layouZby [Zhu+08; Zhu09; Zhu+10].
The benefit of the polycrystalline silicon cells targetedliig textures simulated in this chapter
is the possibility of reaching an absorber thickness@ih4o 5um without significant electri-
cal losses. This allows a wide range of possible designseiiixgntally, the deposition and
etching processes also worked well on samples with nongidallum high silicon deposition.
The domain scaling simulations in section 4.2.7 demoredrtite importance of reaching high
LPIF values at large material volumes. Optical measuresn@ete done on on etchedg:th
periodic samples with nominally 44im silicon height before etching and no back reflector,
as depicted in Fig. 4.3, and showed a moderate increase icedgvsorptance in comparison
to the samples with nominally 2:4n silicon height. Simulations of these textures have not
been done yet. Textures with an increased material heightptimized back reflector design
would also be interesting for texture periods around 900 rimere light path improvement
factors are highest. However, light trapping might be stitiie considerable angle sensitivity
at such low texture periods, as already discussed by Yu [YRFIB11].

The unit cell shapes used in the analysis within this chapéee mirror symmetric. Further
improvement of the light trapping performance might be pgmesy using asymmetric unit
cell shapes. Yu [YF11; YRF10a; YRF10b] and Weiss [WE)] showed the benefit of using
asymmetric unit cells smaller or equal to the wavelengthgtitlfor modal coupling into odd
modes under normal indicence. Yu also showed that this hiexefted no longer when texture
size depasses the wavelength. As in most of the tested datigiateral size of the textures
is large compared to the wavelength there should thereforelisadvantage resulting from
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the symmetry considering modal coupling. Still there cooédan advantage in the use of
asymmetric unit cells also in case of texture periods latigen 1um from superstrate light
trapping. In case of symmetric textures and normal incidegficcient reflection from zero
order into non—zero order modes after the first pass thrdughkdlar cell is probable to result
in efficient reflection into the zero order mode after the next pl&sst of this light is then
reflected out of the cell. Asymmetric unit cells were alreadpsidered in literature, e.g. by
Thorp [TCW96], for a more ficient geometrical superstrate light trapping.

Planar anti—reflection coatings may also be consideredh®rmptesented layouts at the
air/ superstrate interface to further enhance cell absorptanle superstrate light trapping
scheme which yields and additional benefit of about 10% ofribeming power flux in case
of the 2000 nm periodic layout would not be strongffeated by this as the escape cone be-
tween glass and air is not altered by insertion of a planaarlay

Finally the angular sensitivity of the presented light prizyg concept remains to be probed
to ensure that light trapping is good also at oblique incidemgles.

4.4. Conclusion

The precedent chapter assesses the possibilities of aljelight trapping system which is
suitable for implementation into polycrystalline silicanlar cells. A geometrical model of
a complex, experimentally realized material distributieas obtained from TEM and SEM
images. The model was experimentally verified by comparisaoptical absorptance mea-
surements. An incoupling analysis highlighted good trattance into the silicon absorber of
the solar cell in comparison to a flat material layout. Theuyding into silicon was found to
be strongly dependent on the surface angle distributiotelsston the height distribution and
the texture period.

Using an incoherent iterative coupling of the superstrat the solar cell several scaled
versions of the nanodome light trapping geometry, comgleiiéh a conformal back reflector,
were simulated. To assess the importance of superstréetigpping the contributions of
superstrate light trapping were considered separatety thee contributions of primary light
trapping by the textured solar cell. The results showedithaase of normal incidence on
the textured cells superstrate light trapping can accoomalbout 20% of the total absorp-
tance for texture pitches around 900 nm and levels to about fbd larger texture pitches.
Primary light trapping of the scaled textures was found teelraaxima at 500 nm and around
900 nm texture pitch. These maxima match with the optimaltexperiods reported by other
groups [We#10; Zent08; CK+09; She-11b; APQ9; Isa; Paer1lb; Pae11a]. Including the

132



4.4. Conclusion

superstrate light trapping into the analysis yielded ljggih improvement factors up to 16 for
averaged values in the wavelength range between 1000 nml&@chin and 900 nm texture
period. This light trappingféiciency, computed for the case of an actual solar cell desgn,
well below the limits calculated by Yablonovitch [Yab82]daMu [YF11] for ideal systems.

A variation of the back reflector for the experimental layeith 2 um texture pitch showed
that, compared to a conformal back reflector design, a fldt beftector design with a high
volume of absorptive back TCO does not result in a loss of g@baoce inside silicon. The
absorptance inside silicon could further be brought to amtnigher level by using a detached
flat silver back reflector. These results suggested that b&tk reflector with a low refractive
index, low-absorbing spacer medium should preferenttzlymplemented in the solar cell.

In summary, an implementation of the presented periodht ligapping structure into the
conventional back- and front-contacted polycrystallim@-film silicon solar cell technology
would not lead to a considerable higher absorptance thaadlrachieved in state-of-the-art
nanocystalline thin film solar cells, as e.g. by Yamamotai¥80] who is referenced for the
nanocrystalline cell record by Green [GiE2]. A major improvement in silicon absorption
enhancement may require a new cell structure with signifigaeduced parasitic losses and
would be faciliated by achievingm or more of high quality absorber height in polycrys-
talline thin film growth.
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5. Excursus: Application of small
period silicon nanodome textures as
photonic crystals

Scalability of the of the periodic dome texture generaticgthnod presented in the previous
chapter was already mentioned in section 4.2.1. Scalingwndo periods of only a few hun-
dred nanometers shifts the lowest photonic bands of thetsteito the near infrared where
silicon has very low absorption losses. As the operatingeasf modern fiber optics based
telecommunication technology lies in the near infraredmegoetween 1300 nm and 1600 nm
optical devices controlling light in that range are of a htghhnological relevance. One of
the major problems in the building of microscopic opticavides allowing for optical chip
design is light confinement to narrow light paths [OY01]. Aready proven way of achieving
such encapsulation is by photonic crystal structures. ®pigal technology was developed
by Yablonovitch [Yab93] and John [Joh91]. Since then, madyZD and 3D photonic devices
have been controlling the flow of light localized in defecustures within photonic crystals
[Bus+07; Joa08]. Best encapsulation and control of light is achieved bypBDtonic crystal
structures, but their fabrication is technologically velifficult. A more promising way of
controlling light is using 2D photonic crystal structuresa thin slab waveguide fabricated
from material with a high refractive index. For exampleicsih can provide the required en-
capsulation in the third dimension [Ch00]. Large area formation of micrometer sized pores
in silicon by using Laser interference lithography or illuation mask based lithography and
etching processes has been demonstrated byiGy [Gru+96]. Laser interference lithography
(LIL) can provide periodic patterning on large areas withanoduction of a lithography mask
but is unable to produce the defect patterns required tal lmgtical circuits. Simultaneous
writing of photonic crystal and defect structures is poestly mask based optical lithogra-
phy as used for chip design [Bi01], but expensive high precision devices are necessary for
pattering of sub—micrometer structures. As an alterndktieause of fast ion beam deposition
was suggested by Vogelaar [Ve@1] to directly write defect structures on samples previpus
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5. Excursus: Application of small period silicon nanodometires as photonic crystals

patterned with large area photonic crystal structuresgukih. This work flow is conven-
tient for writing large area test designs and to—scale mésteuts. For production, however,
writing of a complete layout in only very few rapid productisteps is preferential. A suit-
able low—cost processing method with a low time consumpidhe embossing of textures
and overcoating by a high refractive index material. Theafdhis process to form waveg-
uide structures has already been suggested in the 1980skiog {LT83]. Weiss [WMK10]
recently reported a characterization of an inorganic nanprint lithography method for pro-
duction of line gratings with steep texture flanks and onlgw hundred nanometers texture
pitch. He also demonstrated its almost defect—free agplitato several tenths of square
centimeters.

In a joint paper of Becker [Be€l2] and the author of this thesis the optical properties
of very small textures of nanodome shape with 2D square gherigp and a unit cell pitch
of only 300 nm was investigated. Lowest bands are supposkel ito the near infrared and
visible range for this texture pitch. The experimental tieixtg combining solgel imprint with
electron beam deposition of silicon, SPC and subsequdmhgtof amorphous parts might be
suitable to form grid textures of the overcoated silicorelayhich could act as 2D photonic
crystals. To the present experimental evidence of a photeand structure was collected
by reflection measurement. The obtained band structure erapared to a calculated band
structure. Results were published in reference {B&}. This section presents the simulation
results included in the paper and an extended discussiomeoéxperimental measurement
technique.

5.1. Technical details

Adaption of the geometric model

The geometrical model reconstructed in section 4.2.2 fetight trapping textures was used
as a basis for the 300 nm pitch structures. Silicon was as$uomke directly deposited on
the solgel layer and not overcoated any further. A compar&oscattering simulations on
the scaled—down model with angle resolved reflectance measmts in[C — X direction
suggested that the small experimental textures were mtogically not completely identical
to the textures reconstructed from larger pitches. Theafate morphology was therefore
optimized for a single spectral feature as follows. A spdatratch between experiment and
simulation was sought for the lowest frequency resonaned pesition in the reflectivity
measurements il — X direction. Incident angles from 2@o 70 and p— as well as s—
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Figure 5.1.: Cross—sectional TEM image of the nanodome texture withr.gitch. The TEM
cut is assumed to be close to the center of the unit cell. White lines depict the
boundaries and material interfaces at the center of the computationaéimod

polarized light were taken account. A scaling function,

Z= C(Zmax - Zmin) + Zmin , (51)

7 k
((Zmax - Zmin))
wherezmin, max are the minimum and maximum height values of the respeatriegface, was
applied independently to both interfaces. A good match eflthivest frequency resonance
peak was found fok = % with ¢ = 0.7 for the silicory air interface andc = 1.2 for the
solgel/silicon interface. The etching angle was subsequentlyroheted from the top cone
diameter in SEM images depicting the etched silicain interface.

Cross—sectional TEM images were available for comparisaoa later time. The TEM
image with the maximum diameter of the silitair interface was chosen for comparison as
this should be the cross—sectional view closest to the eftli¢ center. The comparison to the
center cross—section of the simulated geometry is depiotedy. 5.1. White lines traced on
top of the image show the cross—section of the model unit ek silicory air interface was
found to compare quite well to the measurement. The mostiperhditerences between
TEM image and the model can be found at the tip of the sgkjiton interface. Cross—
sections of the etched silicon structures (see sectio fbRa description of the etching) are
included as insets in Fig. 5.3. The conical cuts represgrha etching were probably not
placed under the right angle. The removed material volume stems to be underestimated
in comparison to the TEM images.
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5. Excursus: Application of small period silicon nanodometires as photonic crystals

Description of the simulations

Both scattering and eigenvalue problems were solved on ctatipoal domains with peri-
odic boundary conditions in the horizontal directions arath$parent PML boundaries in the
vertical direction. The computational domain consistethode material layers as depicted in
Fig. 5.1. Refractive index values of crystalline silicon w@ssumed for the silicon layer. All
material properties except for the silicon data set uselddrsimulations are given in appendix
A. The silicon data set used in this chapteftalis from the crystalline silicon data set used
for the simulations in the previous chapter. The two data aat resulting band structures
are compared in detail in appendix B.3. No fundamenterinces were observed when
substituting the material data with the crystalline siticata depicted in Fig. A.2.

The experimental setup used for reflectance measuremeagield schematically in Fig. 5.2
(a). In scattering simulations a plane wave was used asantfekld at the side of the air half
space. As in the experiments simulations with incident@mgketween 20and 70 with a 5
spacing along the high symmetry directidns» X andI" — M were performed. Solutions
for both s— and p—polarized light were computed at everydirti angle.

To obtain the full band diagrams depicted in Fig. 5.3 themigkie problem was solved for
horizontal components of the wavevector along the diresfio— X and’ — M. As a single
PML discretization can not be assumed to be good for theesfiBquency range scattering
simulations with adaptive PML refinement were used to okdagood PML discretization for
disjoint search intervals in frequency space. An addilisaa—devision into frequency inter-
vals was performed to include dispersion and absorptionliobs in the simulations of the
unetched structures for which experimental comparisonseaght. The interval boundaries
across which material properties were altered are includ#éte band diagrams in Figures 5.2
and 5.3 as horizontal orange lines. For any fixed intervahefresulting division an initial
guess for the eigenvalue solver was placed in the centereointbrval. A series of solver
restarts with dterent eigenvalue guesses was performed until full covesagee search in-
terval was reached.

Removal of unphysical solutions

A solution of the eigenvalue problem with transparent PMlurdary conditions can lead
to computation of unphysical solutions [Rec05; Ket12b; Refl These have been found to
cluster along the light lines and other straight lines tiglothe origin lying in the guided

mode regime below the light lines. Field energy density ahssolutions is often high at the
PML boundary and low in the actual guiding layer. An energgs$holding criterion was used
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5.2. Discussion of the bandstructure obtained by angusaived reflectance measurements

to discriminate the unphysical solutions from the physsmutions. This procedure worked
quite well in the present case but may also have resulte@idiicrimination of some physical
eigenvalues.

Band tracing and reasons for incomplete band coverage

Many bands crossing or touching in the dispersion diagrahistware traced in the 2D space
[k;, R(w)] of the horizontal wave vector component and the real phthe eigenvalue are
actually well separated when considering the imaginary glthe eigenvalue. Piece—wise
band tracing was achieved using an extrapolating propagatigorithm in the 3D space
[kj, R(w), I(w)]. Empirical criterons where used for tolerance of the déon to the ex-
trapolation and tracing stops. Some band kinks and shitsiaible across the boundaries of
the material intervals in Fig. 5.3, upper left, which resdlin the sudden ending and restarting
of bands. Additionally a number of eigenvalues, which wasfbclose to the straight lines
holding the unphysical solutions, was suppressed alorfgtivéise eigenvalues during energy
thresholding. Finally incomplete coverage might have heduaced by the iterative restarting
algorithm. It is not guaranteed that the extacly same numeues are found for a single
eigenvalue in two runs of the Arnoldi eigenvalue solver dueandom initialization. Shifts
of eigenvalues together with the implemented piecewisaat coverage method might have
resulted in suppression of eigenvalues, as any eigenviued outside of the search interval
were consequently neglected.

5.2. Discussion of the bandstructure obtained by angular

resolved reflectance measurements

An experimental test of the optical quality of the nanodommays was done by measuring the
reflectance of light under oblique incidence to obtain ihsigto the photonic band structure
above the light line. As outlined in the corresponding pdBerc+12] measurements were
not performed with a focused light beam but with a spot sizeevkeral square millimeters,
thus illuminating millions of nanodomes. The experimewtaifiguration should therefore be
close to the model assumption of illumination by a plane wave

The angular resolved reflectance method for probing 2D photaystals was developed
by Astratov [Ast99] and further refined in the following years by obtainingaate res-
onance positions by fitting Fano line shapes &4l and improvement of visibility of the
photonic crystal bands [Kr-08]. A Fano line shape is produced in the reflected intensigy d
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5. Excursus: Application of small period silicon nanodometires as photonic crystals

to interference between a discrete state and a continu@kgtmaund. For fitting purposes an
Airy function may be used to model the background interfeeepattern [Gat05]. Depen-
dent on the relative phase of the discrete state and the tmacidgditerent line shapes can be
produced as shown by BabjBD10]. Using his notation the reflectance of a single dire
resonance and the continuous state is written

relo

R() = |ro(w) eXpEIAg) + ;o

(5.2)
for a discrete resonance of line width centered atvy. rp andrg represent the amplitudes of
the direct (background) and the resonant contribution. Baitioduced the phaseftirence
A¢ between the two contributions which controls the asymmefrthe resonance line. In
his simulations he was able to produce line shapes resegnalsingle peak, a single dip
or directly adjacent peak and dip. A spectral feature rep@sg a single resonance may
also change its shape attérent incident angles if phase shifts of the direct and teerrant
contribution do not match. A fitting of Fano—functions toageances in the spectrum would
therefore be desireable for accurate determination of sipeictral position. However, this was
found to be very dficult in case of the scattering spectra of the nanodome ateucA typical
example highlighting the nature of the scattering spedrdeipicted in Fig. 5.2 (a) on the
right. The scattering spectrum obtained by 3D simulatioplasted along with two dferent
models for the direct background. The red line shows theoresp of a 3—layer model using
the dfective thickness of the silicon layer. It does not agree \hth scattering spectrum
in the low-«w range where no more discrete resonances were found in # dandstructure
computations shown below. Therefore a multilayer modelwgasl consisting of 49 individual
layers with an &ective material representing the material fractions ofcttess—section in the
center of each slice. The model fits well in the lawfrange for all scattered spectra. The
reflectance of the background model is very low compared eéadfiectance of the dome—
structures over the entire spectral range. Broad peaks asméeetween 0.3 and 0.35 visible
in the scattered spectrum should therefore not be sepasatet# resonances on a background
interference maximum but the result of the superpositiomoltiple discrete resonances and
cannot be fitted solitarily.

A simultaneous fitting of multiple resonances with a mwt@abackground model was at-
tempted but found not to be successful in many cases witngiraverlapping resonance
lines. Therefore it was decided to apply the same by—eyeintapgtocedure of spectral fea-
tures as was used in case of the experimental data. To gesa séimduced errors narrow
minima and maxima in the scattering spectra were marked kg ¢ separately along with
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Figure 5.2.: (a) Schematic of the reflectance simulation and experiments (left) and simulated
reflectance of the model structure under illumination by a p—polarizedeplan
wave incident undes0° to the surface normal i" — X—direction. (b) Band
spectra from direct computation (black lines) and tracing of narrow maxamd
minima in the reflectance spectra. Light lines are included in red and réeac
index intervals by horizontal orange line&) Identical comparison as in (b) of
the computed bandstructure to experimental data. 141



5. Excursus: Application of small period silicon nanodometires as photonic crystals

the directly calculated bandstructure in Fig. 5.2 (b). Forrecident angler and a resonance
positionwy the normalized Iocatiorf({, ] in the dispersion diagram is given by

. o
K = 2 sin()/ —)
G ( a (5.3)

N 2r
W = wo/ (;Co)

wherec, is the vacuum speed of light ards the pitch of the periodic grid.

The band structure above the light lines, as obtained frens¢hattering simulations plotted
as colored markers in the band diagrams, agrees very wéllthwét direct calculations shown
in the form of lines. The tracing of maxima and minima in thedpa yields complimen-
tary information in some spectral parts. Some of the restesmwere favorably excited by
s—polarized and others by p—polarized light. In summaryagoverage of the bandstructure
above the light lines could be achieved by marking both marmaxima and minima for both
independent polarizations of the incident beam. Featurgktrae multiply marked when ap-
plying this method, but this should decrease visibilityle# band structure only in regions of
high band density. Diagrams of all reflectance spectra Wwighmarked positions can be found
in Fig. B.1 in the appendix.

The experimental evaluation was performed on p—polariggd bnly. The obtained bands
are plotted in Fig. 5.2 together with the computed bandgirac Uncertainties of the simula-
tion lie not only in the complex geometry, which is not pretysknown, but also in the exper-
imental material properties, which are known to deviatesatgrably from tabulated values
of crystalline silicon, cf. section 4.2.5. A discussion bétsilicon data set used for simu-
lation here can be found in appendix B.3, which also discugsedat band going through
ki = 0, w = 0.38, that reacts very sensitive to a perturbation and thexefoght be a non-
physical band.

The agreement between simulated and experimentally dieiednband structure is good in
the frequency range below = 0.37, which corresponds to wavelengths above about 800 nm,
but not for higher frequencies. In that frequency range tireyss and amorphous parts of the
silicon layer might alter the resonance structure, howéweisilicon volume was assumed to
be uniform and close to crystalline in the simulations. Galte only well separated bands
could be distinguished in the experimental data. This migliicate a broadening of the par-
tially very narrow lines due to deviations of the unit celbrin the average shape over the
illuminated region.
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Figure 5.3.: Simulated bandstructures of geometrical variations of the experimentad-s
ture. Insets into the gierent diagrams depict cross—sections through tifedint
computational models.

5.3. Discussion of the simulated bandstructures

The possible use of the periodic textures fabricated by imh@nd silicon deposition could
lie in the inexpensive replication of 2D photonic circuitstgns where 2D photonic crys-
tal structures confine light to waveguides as already meetiaabove. To achieve complete
confinement in 2D a complete bandgap must be realized for trking frequency of the
optical device. Bandstructures of the current experimastization and possible structural
derivations were computed and are summarized in Fig. 51&iulations but the one of the
unetched structure were performed assuming a constaactigé index of 3.5 for silicon and
no absorption. This choice of material properties is clasthé properties of silicon at ener-
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5. Excursus: Application of small period silicon nanodometires as photonic crystals

gies below the indirect band gap which is the actual targegeaf photonic crystal design.
The upper left diagram in the Figure was simulated based ersititon data set discussed
in appendix B.3 and is thus not directly comparable to therdiag featuring the etched ab-
sorber structure. The most relevant configuration for phictaircuit design would be the
interconnected silicon grid residue created by lift-af the isolated cones which was labeled
no conesn the diagram. However, in case of the simulated structandga partial bandgap
in theT" — X—direction was found in absence of the silicon grid (lowghtidiagram) and for
higher frequencies around = 0.45.

The textures in their current state are not suitable fortlggnfinement on 2D photonic
devices. No bandgap engineering had been done prior tacédiom of these structures. The
described experiments and simulations were only meanteiofication of the structure gen-
eration and the optical measurement setup. It has been shatvoverlapping complete band
gaps of both polarizations of light can preferentially baatged in hexagonal lattices where
the directional dependency of the bandstructure is lowdrcmfigurations suitable for the
two polarizations can be realized simultaneously 8. This will be considered for future
designs.

5.4. Conclusion

A different field of application for the experimental texturinglateposition technique de-
scribed in chapter 4 and originally developed for solarscelight lie in the inexpensive repro-
duction of planar photonic devices based on silicon. A dahtdhese devices is the in—plane
guidance of light by a 2D photonic crystal structure. As & fest a commonly used combina-
tion of reflectance measurements and simulation for photmsund analysis was evaluated for
nanodome arrays with 300 nm texture period. Using this teci@the guided mode regime is
not experimentally accessible but can be predicted fronsithalations if a good comparabil-
ity between experiment and simulation is reached abovedhelines. Direct measurement
of the guided modes would require a much more sophisticaggerenental setup.

Considering the geometric complexity of the material disttion good accordance between
experiment and computed bandstructure could be obtaimedsieelengths above 800 nm. As
no complete bandgap was found the studied nanodome tesi@rest useable as 2D bandgap
materials in their present shape. The low—cost fabricagchnique and wide applicability
certainly motivates further work aiming at 2D photonic bajag materials.
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6. Conclusion

Better light trapping concepts are a prerequisite for theeasg of silicon thin film photo-
voltaics. The focus of research in this area, which has |laenlon rough surfaces fabricated
by growth or etching, is currently shifting towards moreeatatinistic patterning techniques.
These techniques, like nano—imprint lithography, alloneio easy replication of very complex
geometries. Writing of optimized periodic or random patseisiin reach. Still, the charac-
teristics of the material system impose constraints oniplespatterns. Especially in case
of polycrystalline silicon, growth conditions need to beosgly considered for light trapping
texture design. Optical simulation has become an indegbénsool to analyze successful
design concepts and to test variations of these.

In recent years a few groups reported the use of rigorous Mtsolvers for optical sim-
ulation of thin film silicon solar cells with rough interfage Simulations of solar cells with
rough interface patterns have also been performed for ltleisig. As in other publications,
the simulations relied on a Monte Carlo sampling of small rosgrface patches. Despite of
being able to rigorously solve the optical problem, modebrsrcan still be made when using
this technique, due to limitations in the space resolutiothe textured solar cell.

An analysis of the model errors was done in this thesis, basagnthesized rough surfaces
with a roughness similar to a commercial FTO surface. Goodegence to an absorptance
standard deviation of 0.01 could already be reached at a lmaber of maximally 20 Monte
Carlo samples, both for 1D and 2D rough surfaces. In a studyeaddmain size induced error
for 1D rough surfaces, periodic boundary conditions weumtbsuperior to isolated boundary
conditions, especially at small computational domain hsdtin the simulation of 2D rough
surfaces, for which only very limited computational domsires can be reached, a good cor-
respondance of silicon absorptance curves was attaineaglbetween the simulation series
of Lum and 1.5um domain width. Surface morphologies with a larger typiealttire size than
the FTO morphology used here might require larger computatidomains. An application
on experimental surface data and a comparison to measuaetugu gficiencies of solar cells
remains open.
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Additionally to the general analysis of rough surface seaty simulation in silicon solar
cells, an empirical partially coherent statistical raycing algorithm was tested against rigor-
ous simulation. This work was done in cooperation with Ja€r&zat University of Ljubljana.
The chosen sample geometry of a finite silicon layer betwserhalf spaces of air is very pes-
simistic in view of the approximate algorithm. The converge of the approximate against the
rigorous solution with increasing layer thickness was raxidy which was attributed mostly
to the lack of a back reflector in the layout. Literature congums to experimental EQE data
suggest that the semi—coherent ray tracing method perfaetisn presence of a back reflec-
tor. The simulation results included here suggest that slaoelld be taken in application of
the empirical algorithm if layers of low refractive indexltaw layers of high refractive index
in the solar cell layout, as for example in case of intermtedraflectors. An extension of
this analysis to layouts including a back reflector and ayatily an intermediate reflector are
planned for future work.

A study in close connection to experimental work could beedomthe field of periodic
light management textures. A periodic unit cell materiakalbution was reconstructed for a
silicon layer deposited on a solgel substrate withua2zwofold periodic pattern. This recon-
struction could be done with a very high precision by usingss+sectional TEM images. A
comparison of optical absorptance measurements with the@laied absorptance of the com-
putational model yielded a good quantitative agreement dimulated absorptance of the
silicon volume was very high in reference to a flat layer deswith equal material volumes.
More than 90% of incident light on the corrugated solgelrifatee were transmitted into the
silicon volume at wavelengths above 450 nm. This is a 10%mdince to the case of flat mate-
rial layers, highlighting the good anti—reflection propestof the solgel texture. The simulated
and measured absorptance in silicon was about 60% at 900 netemngth for the bare silicon
layer deposited on the textured substrate, which is coraiiehigher than literature values
for nanocrystalline solar cells with rough surface patern

To predict the absorption characteristics of a full soldl, ¢ee computational model was
completed with a conformal back reflector. For a further sss®nt of possible design en-
hancements, the model was scaled tfedent domain periods. Light path improvement fac-
tors of over 16 were found a texture period 900 nm, averageddwelengths above 1000 nm.
However, the dterence to the light path improvement for higher texturequj where a
stable plateau with a path improvement of about 13 is maiathiis not considerable. The
highest silicon absorptance was found for the test layoth thie highest silicon volume, at

146



2um texture pitch. This outcome emphasizes the requiremefabigcate devices with an
absorber thickness of a few micrometers to reduce the alasmg #iciency gap to silicon
wafer cells.

A further enhancement of absorptance with respect to theoooal back reflector layout
could be reached by employing a detached flat back reflectowas used as spacer material
in case of this simulation. The resulting cells had a singgess comparable absorptance of
more than 5@m of silicon and a light path enhancement of up to 25 closeddtind edge.
Other low refractive index spacer materials with a smalbason codficient should lead to a
similar absorption enhancement in the flat back reflectagde# part of the gain obtained in
this configuration can be attributed to reduced parasitsogdiion, but the flat silver reflector
seems to be generally preferential in case of the studiecedmsorber structures. This is
backed by the identical simulation with a spacer volume abattive ZnO:Al. Despite of a
very high absorptance in the spacer material, this layomwved only a very small absorption
loss in silicon with respect to the conformal back reflector.

In many publications on rigorous simulation of light trapgisystems for thin film cells,
the contribution of superstrate light trapping is consediyeneglected. For some of the pe-
riodic layouts presented here, more than 20% of the absargta the silicon layer could be
attributed to gains by superstrate light trapping. The sipsge light trapping therefore needs
to be included, at least into simulations of thin film siliceslar cells with periodic light trap-
ping concepts. Simulation methods which are able to comgnitgions for many individual
sources in batches, like the finite element method used vditeat solver, are clearly advan-
tageous for the implementation of a superstrate coupling.

Planar photonic crystal structures are fiatent field of research for which the solgel pat-
terning and silicon deposition methods, developed forrsmddls, might be applicable. The
optical quality of a patterned and silicon coated subst&t&50 nm period was assessed by
a comparison of specular reflectivity measurements andlaiions. Using this methodol-
ogy the photonic band structure of the periodic device igssible. Direct band calculations
showed a good agreement to the measured data. Realizinggm @@t a band gap in the
desired wavelength range is planned as the next step in titggation of this project. If a
photonic device with dticiently high quality can be fabricated, the solgel imprirgthod,
combined with silicon deposition, crystallization andhetg, is an ideal toolchain for the
replication of high index planar photonic devices on a sitibasis.
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A. Material parameters

A.l1. Glass

Non-absorptive glass with a refractive index of 1.52 wasldse all simulations. The used
refractive index may be somewhat higher than the value af dofnmonly found for borosili-
cate glasses. But thisfterence should not have had a substantial influence on théegioms.

A.2. ZnO:Al

104

a/cml

i 103

400 600 800 1000 1200
wavelength / nm

Figure A.1.: Real part of the refractive index and absorption gaéent of ZnO:Al.

The absorption cd&cient of this material is somewhat higher than for typicakguttered
ZnO:Al but has been continuously used for all simulationthis thesis to maintain the compa-
rability of results. This dataset is included in the eleatisimulation software AFORS—-HET
[SKSO06].
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A. Material parameters

A.3. Silicon
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Figure A.2.: Real part of the refractive index and absorption gméent of silicon.

The crystalline silicon dataset depicted in Fig. A.2 usadtie simulations in this thesis is
almost identical to the one tabulated on
http://photonics.byu.edu/tabulatedopticalconstants.phtml which is referenced
there to be originally published by Palik [PG98]. In the udathset the absorption déeient
was tabulated until the band edge of crystalline siliconlikérthe Palik dataset, the sampling
point density remains very high in the wavelength range al80 nm, which is important to
avoid interpolation errors, cf. section B.3. This datas@teétuded in the electrical simulation
software AFORS—HET [SKSO06].
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A.4. Silver

A.4. Silver
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Figure A.3.: Real part of the refractive index and absorption gaéent of silver.

The silver dataset depicted in Fig. A.3 used for the simoifetin this thesis was taken from
http://http://photonics.byu.edu/tabulatedopticalconstants.phtml and is ref-
erenced there to be originally published by Palik [PG98].
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Figure A.4.: Real part of the refractive index and absorption gagent of ZrG.
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B. Extended results and diagrams

B.1. Silicon absorptance and wavelength resolved light
path improvement in scaled etched nanodome
devices

Wavelength integrated absorptance and light path imprewefactors were shown in section
4.2.7 to compare the device performance and light trappamfppmance at dierent scalings.
The following plots show the wavelength resolved total aptmce of silicon together with
the light path improvement factor of the complete light piyg system, i.e. including super-
strate light trapping. The superstrate light trapping ,paftich is absorptance resulting from
multiple reflection between the solar cell and the supédsstear interface, was also included
in the diagrams. As a guide to the eye for superstrate ligipping the limit wavelength po-
sitions at which the various fifaction orders in the glass superstrate get internallyatefte
were included as vertical lines. The first orders were labatzording to the labeling scheme
in Fig. 4.1.
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B.1. Silicon absorptance and wavelength resolved light jppghovement in scaled etched nanodome device
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B. Extended results and diagrams

B.2. Bandstructure reconstruction from reflection
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Figure B.1.: Reflectance spectra showing specular reflectance for scattering sinmdato
incident angles betwee2(* and70° in steps o6°. The simulations were done
for planes of incidence along the high symmetry directibrs M andI” — X
at the boundaries of the reduced Brillouin zone.

Fig. B.1 depicts the scattering spectra used to determindatzepoints plotted in Fig. 5.2

above the light line according to equation 5.3. The wavelepgsitions used for calculation

were marked with vertical black and red lines in the diagrams
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B.3. Discussion of the silicon material data used for caléwrtain chapter 5

B.3. Discussion of the silicon material data used for

calculation in chapter 5

x byu.edu, used data points
byu.edu, interpolation
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refractive index
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Figure B.2.: Left: Refractive index data comparison between the data set shown in Fig. A.2,
labeled “HZB”, and the Palik data set [PG98], labeled “byu.edu” (cf. sien
A.3 for the web address to this data seé®jght: Linear interpolation on linear
scale of the absorption cgieient between the evaluation points of the refractive
index data set shown to the left. The interpolation was sampled with a 1 nm
spacing and shows strongffitirences to the densely sampled HZB data set for
wavelengths above 826 nm.

The band structure and scattering calculations presentetidpter 5 of this thesis were
based on a dierent silicon data set than the computations of light traggiructures for solar
cells in the other chapters. This data set, labeled “byu.adoording to the web source it
was taken frorh features a very low point density for the refractive indestadin the high
wavelength range, marked in Fig. B.2, left, by “gap in refracindex data set”. The ab-
sorption coéicient of this data set was interpolated between the positidrihe refractive
index data set, leading to the interpolation depicted in Big, right. The linear interpolation
on a linear scale lead to considerably higher values of tBerghion coéicient in the range
between 826 nm and the band gap, in comparison to the deaddlyated crystalline silicon
data labeled “HZB” in Fig. B.2.

In the experimental comparison in Fig. 4.6, we recognized ¢hhigh sub band gap is
present for the experimental absorber, which cannot b&eebfor crystalline silicon mate-
rial. Crystalline silicon can therefore not be regarded asdieal material data for obtaining
experimental comparability in the high wavelength range the “byu.edu” data set as shown
in Fig. B.2, despite of being defective over the large evabngboint gap, may reflect experi-
mental material properties better than a crystalline maltdata set.

httpy/photonics.byu.edtabulatedopticalconstants.phtml
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il ——This high slope red line
is a tracing error.

W/ 2 ncy/a

0
0.75 0.5 0.25 0 -0.25 -0.5
k/2n/a

Figure B.3.: Comparison of the band diagrams, as obtained for the tyfemint silicon data
sets shown in Fig. B.2 above. This plot refers to the diagrams in Figuressl.2 a
5.3. Axis labels: a — unit cell periodpe- vacuum speed of light.

Strong black lines. Data set labeled “byu.edu” in Fig. B.2.

Strong red lines: Data set labeled “HZB” in Fig. B.2. This data set is also
shown in Fig. A.2. The spectral evaluation for this data set was only donein th
region of high diference of absorption cgeients in Fig. B.2.

Horizontal red/black lines. Fine horizontal red and black lines denote the auto-
matically chosen regions of constant refractive index and absorptioficieat

for the two djiferent simulation series.

Details on the region marked by a grey ellipse within the diagram are given in
the text.

To show that the dierences in the computation of the band structure are smaliclea
the two data sets, the region of largé&éiences in the absorption dbeient was recomputed
based on the “HZB” data set from Fig. B.2. The results of this garnson are depicted
in Fig. B.3. Aside from the observation that the two band stmes are very similar, we
notice a slight shift in band position, which is highest arduhe center frequency of the
comparison frequency interval (matching with the gap in Big) and gets lower towards the
upper and lower boundaries of this interval. This behawetlects the dference between the
two data sets “byu.edu” and “HZB” in the interpolation regexmd can therefore be attributed
to the change in material properties. However, it can notdmeladed from this comparison,
whether the change is due to to the small relatifBedence in refractive index or due to the
larger relative dierence in the absorption déieient.

A very interesting observation in the comparison of the tandstructures is that no eigen-
values were recorded using the “HZB” data set in the regiorkethwith an ellipse in Fig. B.3,
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B.3. Discussion of the silicon material data used for caléwrtain chapter 5

even before the threshold based removal of spurious modesiloled in the technical details

section of chapter 5. It further is notable that also in cdsh@experimental spectra depicted
in Fig. 5.2 (c), no traces of a band were observed in that sgdeegion. The strong sensitivity

to changes in the material parameters, compared to the ofiserved bands, indicates that
marked band might be an unphysical band which previouslyanead undetected.
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SEM — scanning electron microscope
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