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ABSTRACT

The aim of this Perspective is to provide an overview of approaches that can be employed to tune the energy level alignment at interfaces
between inorganic and organic semiconductors for use in electronic and optoelectronic devices. The approaches include tailoring
intramolecular dipolar bond distribution, controlling molecular orientation at interfaces, and the insertion of a molecularly thin interlayer
that abruptly shifts the electrostatic potential between the two semiconductors and, thus, affords level tuning. With these state of the art
methods, the frontier energy levels at an inorganic/organic heterojunction can be varied up to ca. 3 eV, i.e., covering the energy gap of most
semiconductors. By combining two or more of these approaches or by employing interfacial molecular switches, it is envisioned that
unconventional and dynamically switchable interfacial energy level scenarios can be created, enabling expanded or superior device
functionality.

VC 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0074963

I. INTRODUCTION

Semiconductor heterojunctions are key enablers for advanced
electronic and optoelectronic devices. The relative position of the fron-
tier electronic energy levels at a junction determines its functionality
with respect to the fundamental interfacial energy and charge transfer
processes.1 For instance, a straddling type-I level alignment supports
excited state energy transfer from one to the other component,
whereas a junction with staggered type-II energy levels facilitates
charge separation of an excited state close to the interface. By deliber-
ately adjusting the energy level offset at the heterojunction, the flow of
energy and charges can be directed. Consequently, huge efforts have
been and still are dedicated to achieve control over the energy levels at
interfaces.2,3 For inorganic semiconductors, this is particularly chal-
lenging because the formation of covalent bonds at the interface
between two dissimilar materials can result in adverse gap states, and
crystal lattice mismatch can induce strain and hamper appropriate
structure formation. Realizing atomically sharp inorganic heterojunc-
tions remains challenging. One ansatz to circumvent this problem is
the deposition of a van der Waals semiconductor onto the surface of a
conventional inorganic semiconductor, i.e., covalent bond formation
across the interface does not occur and the two materials largely retain
their individual properties. Layered inorganic two-dimensional (2D)

materials, such as transition metal dichalcogenides, have significant
potential in this respect.4 However, their electronic properties strongly
depend on the number of layers, as well as on strain that may be intro-
duced during layer transfer, and energy level tuning for a given mate-
rial pair has not yet been explored. Instead, this Perspective focuses on
organic materials as alternative van der Waals semiconductors for
combination with inorganic ones, as several energy level tuning
approaches have emerged that hold potential for wider use in devices.
Most organic semiconductors—molecules or polymer-based—feature
strong light–matter coupling, making them particularly attractive for
optoelectronic applications.5 However, it is difficult to obtain highest
charge carrier mobilities in organic semiconductors. Therefore, their
combination with established inorganic semiconductors, which can
exhibit record-high carrier mobility, provides the potential for the
combination of the best of the two worlds in inorganic–organic heter-
ojunctions. In the following, first a few peculiarities of inorganic and
organic semiconductors with respect to their electronic properties are
briefly revisited to enhance perception of those with a background in
only one of the two material classes. Then different approaches to tune
the energy level alignment at their heterojunctions are explained,
alongside a few specific examples, and then ending with an outlook on
how the field could further evolve.
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II. RECALLING BASIC ELECTRONIC PROPERTIES
OF ISC–OSC INTERFACES

As noted above, the relative position of the two components’
frontier electronic energy levels is decisive for the junction’s function-
ality. These are the valence band maximum (VBM) and conduction
band minimum (CBM) of the inorganic semiconductor (iSC), and the
highest occupied molecular orbital (HOMO) level and lowest unoccu-
pied molecular orbital (LUMO) level of the organic semiconductor
(oSC). Strictly, HOMO and LUMO levels pertain to molecular semi-
conductors without long-range order, and in thin films disorder-
induced energy level fluctuations lead to an energy-distribution of the
levels often approximated by a Gaussian distribution. For crystalline
molecular semiconductors, overlap between HOMOs and LUMOs of
neighboring molecules can result in electron delocalization and in the
formation of dispersive bands (i.e., the energy of electronic states varies
with momentum)6 but typically with narrower width compared to
iSCs. Many polymeric oSCs also feature dispersive electronic bands
along the polymer chain,7 so that the terms VBM and CBM are more
appropriate than the use of HOMO and LUMO; the reader should yet
be aware that both sets of terminology are often used interchangeably
in the literature. Note, electronic band dispersion is different from
energetic dispersion of comparably localized states, as sometimes used
in the literature to denominate energetic disorder.8 The energy
required to remove an electron from the VBM or HOMO level to infi-
nite distance is the ionization energy (IE), and the energy gained upon
adding an electron from infinity to the CBM or LUMO level is the
electron affinity (EA). In practical terms and for solids, the IE and EA
are given with respect to the vacuum level, i.e., the zero of the electro-
static potential (E0) above the sample surface as depicted in Fig. 1(a).
This figure also shows how the interfacial energy level alignment is
often estimated and sketched in the literature, i.e., the respective IE
and EA values—most frequently determined by ultraviolet photoelec-
tron and inverse photoelectron spectroscopies (UPS and IPES)9,10 for
the individual materials—are plotted next to each other assuming a
constant electrostatic potential within the materials and across the
interface, indicated by a constant E0. This simple representation, how-
ever, falls short of taking into account even the most basic phenomena
that occur at such interfaces.

First, most surfaces of iSCs exhibit a significant surface density of
states (sDOS) due to surface reconstruction compared to the bulk
atomic structure, and depending on preparation conditions also for-
eign atoms may be included to saturate dangling bonds.2,11 Often the
sDOS lies in energy within the otherwise empty gap of the semicon-
ductors as illustrated in Fig. 1(b) for donor type surface states close to
the CBM. The Fermi level (EF) is then pinned within the sDOS, closer
to the CBM than in the bulk far from the surface. Accordingly, an elec-
tron accumulation region close to the surface forms and induces sur-
face band bending (SBB) to establish electronic equilibrium
throughout the semiconductor. The direction and magnitude of the
SBB, which is an electrostatic phenomenon that shifts all energy levels
including E0 in parallel, depends on the doping type and level of the
iSC, the position and density of the surface states, as well as the materi-
al’s dielectric constant2,12 and can amount to several hundred meV.
This also implies that the iSC work function (U), being a surface prop-
erty of a sample, is not a constant material parameter. It is noted that
U of a semiconductor, defined as the energy difference between EF at
the sample surface and E0 just outside the sample,1,13 depends strongly

on the semiconductor doping level and the sDOS distribution. If the
surface reconstruction involves polar bonds with components of their
dipole moment in the direction of the surface normal, an additional
surface dipole will modify U, and in consequence also IE and EA are
sample-dependent parameters rather than material constants.

In contrast, oSCs are characterized by a closed-shell electronic
configuration, so that molecules or polymer chains at the surface of a
solid feature the same electronic structure as in the bulk. Therefore, a
significant sDOS within the energy gap is not an issue, and notable
SBB has not been reported. However, oSCs can feature gap states in
the bulk, which are mostly due to structural disorder in thin films.14,15

Furthermore, modern oSC materials are highly purified and exhibit
very low (unintentional) doping levels. This explains why the energy
levels of oSCs appear “flat” as a function of distance from almost any
interface in contrast to the expectation that interfacial charge transfer
and associated band bending (often termed built-in field, eVbi) should
occur if U of the second interface component (regardless of whether
this is a conductor or semiconductor) is different from that of the oSC
[see Fig. 1(c)]. The underlying reason is of practical nature: the low
intrinsic carrier concentration of pure oSCs results in a comparably

FIG. 1. (a) Schematic of how the energy level alignment at iSC/oSC interfaces is
frequently estimated by assuming a constant electrostatic potential zero (E0) across
the interface, and using separately determined values for the ionization energy (IE)
and electron affinity (EA) (with subscripts “i” and “o” to represent the inorganic and
organic materials, respectively). (b) An iSC surface with a finite surface density of
states (sDOS) that induces surface band bending (SBB). (c) Left part: energy levels
within an undoped oSC away from a generic interface with ground state charge
transfer, leading to energy level bending that is characterized by the built-in field
(Vbi) and depletion layer width (W). Right part: zoom into the near-interface region
when the oSC film thickness is much smaller than W, giving the appearance of flat
energy levels away from the interface. (d) Illustration of the electronic “push back”
effect at an iSC/oSC van der Waals type interface, where the deposition of the oSC
lowers E0 and, thus, the work function of the iSC by DUPB, altering the level align-
ment compared to an estimation with constant E0.
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large width (W) of the interfacial charge accumulation or depletion
region,2 extending up to several lm. In devices, the typical layer thick-
ness of oSCs is on the order of 100 nm or less, and thus only this thick-
ness range is typically studied in experiments. When one then zooms
into the near-interface region [grey shaded area in Fig. 1(c)], the layer
thickness is significantly smaller than W, and thus, the energy levels
seem to be flat. This was nicely demonstrated in experiment by Ishii
et al.16 When the oSC is intentionally doped, interfacial band bending
is clearly observed17,18 and must, therefore, also be considered in
energy level diagrams.

Third, U of the bare iSC surface can be reduced by adsorption of
an oSC by the “push-back effect.” It has been recognized early on for
metal surfaces that its U has a contribution from a surface dipole,19

because electrons at the surface “spill out” into the free space com-
pared to the positively charged nuclei. Any adsorbates, also van der
Waals bonded ones, push this electron density back toward the bulk
due to Pauli repulsion, thereby reducing the surface dipole magnitude
and, thus, U.20,21 The reduction of U by this effect (DUPB) can be on
the order of 1 eV for metals due to their high free carrier density. For
iSCs, this push-back effect also occurs, but it is typically smaller in
magnitude due to a lower free carrier density; yet, a few 100meV have
been reported.22,23 If not properly accounted for, DUPB can lead to
quantitative and even qualitative improper approximation of the inter-
facial energy level alignment as shown in Fig. 1(d).

The consequence of these basic interfacial phenomena is that the
estimation of the energy level alignment between iSCs and oSCs can
be significantly flawed due to oversimplifications. It is, therefore,
highly recommended to experimentally determine the actual level
alignment and to identify the underlying mechanisms, as otherwise
correlation with device function and performance can be misleading
for subsequent development and improvement.

III. ENERGY LEVEL TUNING VIA MATERIAL DESIGN

It is obvious that the energy level alignment can be changed by
choice of materials both inorganic and organic. Particularly oSCs fea-
ture the advantage that their energy gap, IE, and EA can be varied over
a wide range by adapting the molecular structure. However, for both
types of materials, composition and structural changes may result in
inferior electronic and optoelectronic properties, so that one could
face the situation of aiming to adjust the energy levels for one particu-
lar iSC–oSCmaterial pair. In this case, the often pronounced structural
anisotropy of oSCs, e.g., resembling rods or plates, the intramolecular
polar bonds, and the intermolecular packing (crystal structure) may be
taken advantage of. For ordered molecular assemblies, IE and EA are
strongly dependent on the molecular orientation with respect to a sur-
face or interface.24 The underlying reason is that collective electrostatic
effects, arising from the overall charge density distribution within mol-
ecules and their neighbors, modify E0 with respect to the electronic
levels. For instance, one benzene ring features higher electron density
in the delocalized p-orbitals above and below the plane formed by the
carbon nuclei, whereas the peripheral C–H bonds are polar with a
higher positive charge density at the hydrogens. In a hypothetical mac-
roscopic ordered assembly of benzene molecules in a simple cubic
structure with coplanar molecular planes, E0 outside the assembly is
higher above the molecular electronic levels in the direction perpen-
dicular to the molecular planes, and vice versa in the direction along
the planes. This can be viewed as an analogon to the surface dipole of

metals, but here two opposite directions of the surface dipole are possi-
ble, just depending on the charge density pattern determined by the
molecular structure and their packing. In turn, IE and EA are larger in
the direction perpendicular to the benzene planes compared to the
direction along the planes, i.e., IE and EA depend on the orientation of
the molecules with respect to a surface or interface. For many proto-
typical oSCs, intramolecular dipoles and quadrupoles are the leading
terms that contribute to the orientation-dependent IE and EA.24–26

Note, the energy gap of the molecules is, of course, not affected, as all
energy levels of the molecules are only rigidly shifted with respect to
E0.

27 If one succeeds in controlling the orientation of molecules with
respect to an iSC surface, it is then possible to adjust the interfacial
energy level alignment as sketched in Fig. 2, where rod-like or plate-
like molecules are either lying flat on the iSC (left) or upright standing
(right). The difference in IE and EA between such two orientations is
on the order of 0.5–1 eV already for simple oSCs, such as pentacene
and phenylene- or thienylene-oliogmers, and thus, huge changes of
the energy level alignment can be implemented.28 The example of
Fig. 2 shows that the oSC with lying molecules would act as interfacial
electron acceptor, whereas the same oSC with standing molecules
would act as electron donor.

Controlling the molecular orientation with respect to an interface
is certainly a challenge.29 One possible means is a modification of the
iSC surface energy. The associated change of the surface composition,
however, can result in a modified U and also unwanted surface states.
Alternatively, the growth conditions of the oSC can be adapted with
the aim of kinetically trapping one of the two molecular orientations.
Yet, one can face the situation that the first molecular layer is lying on
the iSC surface, but already the second layer and multilayers grow
upright standing, thus ending up with a rather complex interfacial
energy landscape.23 Both aforementioned approaches require substan-
tial experimental efforts. A more practical method is making compara-
bly subtle changes to the molecular structure. Most oSCs feature
peripheral C–H bonds, i.e., local dipoles with the positive end on the
hydrogen. Substitution of hydrogen for fluorine reverses the direction
of the peripheral dipoles with only moderate effects on the energy gap
of the molecule. Such a change in intramolecular charge density distri-
bution, presumed that intermolecular packing is not strongly affected,

FIG. 2. Illustration of how the orientation-dependent ionization energy (IE) and elec-
tron affinity (EA) of oSCs can impact the interfacial energy level alignment, sub-
script l for lying molecules in (a) and subscript s for standing molecules in (b).
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then reverses the trends (shown in Fig. 2) of IE and EA between lying
and standing molecules at the interface with the iSC, i.e., lying mole-
cules would feature lower IE and EA compared to standing ones.
Admittedly, while controlling the molecular orientation at an interface
allows remarkable tuning the energy level alignment by over one 1 eV,
this approach can turn out to be tedious in practice. The strategies dis-
cussed next, i.e., employing an ultrathin molecular interlayer (IL)
between iSC and oSC to affect the interfacial electrostatic potential, are
likely more practicable.

IV. ULTRATHIN MOLECULAR INTERLAYERS BETWEEN
ISC AND OSC

The conceptual foundation of using a molecularly thin interlayer
between an iSC and an oSC to tune the interfacial energy level align-
ment is the fact that a two-dimensional (2D) dense array of electric
dipoles, oriented perpendicular to the 2D plane, leads to an abrupt
change of the electrostatic potential between one and the other side of
that plane.30 Therefore, an adequately designed dipolar interlayer is
capable of shifting the energy levels of iSC and oSC with respect to
each other. To minimize adverse effects of the interlayer on interfacial
charge and energy transfer processes, the dipolar layer should be as
thin as possible and should not possess energy levels in the energy
gaps of the two involved semiconductors. Two approaches that mostly
fulfill these requirements are the use of (i) a self-assembled monolayer
(SAM) of dipolar molecules and (ii) a monolayer of strong molecular
electron donors or acceptors that undergo ground state charge transfer
with the iSC. In either of the two approaches, the interlayer is first
deposited onto the iSC surface, leading to an increased or decreased
work function by DU compared to the bare surface U. This, in turn,
results in a modified position of the subsequently deposited oSC’s
HOMO and LUMO levels with respect to the VBM and CBM of the
iSC, as schematically depicted in Fig. 3. The magnitude of DU change
can be retrieved from the Helmholtz equation

DU ¼ qNl?
e0eeff

:

Here, q is the elementary charge, N is the area density of dipoles, l? is
the dipole moment perpendicular to the 2D plane, e0 is the vacuum
permittivity, and eeff is the effective dielectric constant within the 2D
plane of dipoles.30 The magnitude of eeff for dipolar molecules in a
SAM has been calculated to amount up to 3 for commonly used dipo-
lar moieties,31 and that of molecular donor/acceptor monolayers on
an iSC have not yet been investigated in detail.

Particularly attractive for the formation of dipolar SAM inter-
layers are molecules that can bind covalently to the surface of the iSC
in solution-based processes, as this warrants uniaxial alignment of the
dipoles, can help to reduce the iSC sDOS by saturating dangling
bonds,32 and is a cost-effective method compatible with solution-
processing of many oSCs. A range of functional groups for that pur-
pose has been introduced such as silanes, thiols, and many more.33

The direction and magnitude of the molecules’ dipole moment can be
adjusted over wide ranges by adequate substitution. Note that the
covalent bond to the iSC brings about a further contribution to DU in
addition to that given by the Helmholtz equation above, and this
bond-dipole is specific for the employed iSC and bonding-motif.30

Among the possible binding-groups, phosphonic acid derivatives have
found widest applications, because phosphorous in the phosphonate

head groups engages predominantly in bi-dentate or tri-dentate inter-
actions with virtually anymetal oxide surfaces34–36 or natively oxidized
semiconductor surfaces.37 The two or even three covalent bonds to the
surface per molecule result in superior mechanical robustness of the
interface, while the footprint area of the head group still allows for
close-packing of the molecules in a SAM.37 As an example, the work
function of ZnO was varied between 4.1 and 5.6 eV by using different
phosphonic acid derivatives for SAM formation.38 This led to huge
changes in the energy level alignment with different oSCs, spanning
the ability of the modified ZnO to either inject electrons or holes into
the oSC.

Fine-tuning of DU with one type of dipolar molecules is difficult,
because the SAM packing is usually dense and can be barely con-
trolled. However, by using two types of molecules with different dipole
moment and good miscibility in SAMs, it is possible to fine-tune DU
in the interval given by the two individual SAMs by the mixing ratio
of the two molecules in the SAM. This was evidenced for two different
phosphonic acid derivatives and ZnO, and the energy level offset
between the iSC and the oSC N,N0-di(1-naphthyl)-N,N0-diphenyl-
(1,10-biphenyl)-4,40-diamine (a-NPD) could also be tuned according
to the achieved DU.39 Quite notably, despite the fact that the dipolar
SAM was introduced between iSC and oSC, interfacial charge transfer
absorption and emission were found for the ZnO/interlayer/a-NPD,
whose energy followed the SAM-tuned energy level alignment. The
origin of this absorption and emission are radiative transitions
between an electron in ZnO and a hole in a-NPD, implying that there
is sufficient wave function overlap between the states in the two semi-
conductors despite the ca. 1 nm spatial separation by the SAM.

Compared to dipolar SAMs, an even wider range of DU—and
thus, level alignment tuning—can be realized by depositing a mono-
layer of a strong electron donor or acceptor molecule on the surface of
the iSC before depositing the oSC. As shown in Fig. 3(c) for the

FIG. 3. Schematic of (a) how the insertion of a molecular interlayer (IL) can result
in a modified interfacial energy level alignment based on the IL-induced change of
the iSC work function (DU), (b) by a self-assembled monolayer (SAM) of dipolar
molecules (per convention, the dipole moment direction points from the negative to
the positive charge of the dipole), and (c) a molecular electron donor layer that
undergoes ground state charge transfer with the iSC.
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example of an interlayer of molecular donors, the ground state charge
transfer between iSC and the donor molecules also induces a DU. This
phenomenon was first introduced for changing U of diamond,40

metal,41 and graphene42 surfaces. The modified U of the iSC surface
then re-aligns the energy levels of the oSC accordingly. The source of
charges transferred from the iSC to the molecular interlayer can, of
course, be the states at the VBM/CBM, but the IE/EA values of many
iSCs are not within the range for practicable EA/IE values of corre-
sponding acceptor/donor molecules. In practice, for most iSCs charge
reservoirs for this interfacial charge transfer are donor/acceptor type
levels in the bulk (energy levels of bulk dopants), tail states extending
into the bandgap from the VBM/CBM and the sDOS. Consequently,
the total work function change induced by the molecular interlayer
has two contributions, i.e., DU ¼ DUBB þ DUID, where DUBB is due
to band bending induced at the iSC surface (or a change of the SBB of
the bare surface) and DUID due to the dipoles generated by the
charged molecules and the counter-charges at the iSC surface. A
detailed account of the two contributions is given in Refs. 43 and 44,
and it should suffice to highlight in this Perspective the important role
of the iSC’s doping level and sDOS on the relative contribution of
DUBB and DUID to DU. For low doping levels, DUBB is the dominant
contribution, and DUID becomes the prevailing term only close to
degenerate doping levels. When the sDOS becomes larger, the contri-
bution of DUBB to the overall work function change becomes smaller.
Another important correlation is that the amount of charge trans-
ferred to the molecular interlayer decreases significantly when lower-
ing the doping level of the iSC. For instance, the work function of
moderately doped ZnOwas increased by 2.8 eV by depositing a mono-
layer of the molecular acceptor tetrafluoro-tetracyanoquinodimethane
(F4TCNQ), but the amount of charge transfer was found to be only
0.02 electrons per molecule, or, when considering that time-averaged a
molecule can only accept an integer charge, only one out of 50 mole-
cules in the monolayer carries an electron.45 Due to this low density of
charged molecules, direct evidence for integer charges in a molecular
acceptor interlayer was presented only recently.46

For a number of iSCs (predominantly Si, GaN, and ZnO) and
strong molecular donors and acceptors, a remarkably wide range of
U-tuning was reported, approximately covering the range from 2.3 eV
(Refs. 47 and 48) to 6.0 eV.43,45 This range is wider than the energy
gap of most oSCs, so that—in principle—it should be possible to tune
the iSC/oSC energy level alignment for a given material pair over the
entire range of the oSC energy gap. Actually, for Si and two prototypi-
cal organic semiconductors, this tunability was demonstrated experi-
mentally within the limits of the intrinsic Fermi level pining at the
HOMO/LUMO level manifolds of the oSCs.49 Conventionally, the
term “Fermi level pinning” is used to denote a situation where EF is
pinned at gap states of the semiconductor.1 Here, the term “intrinsic
Fermi level pinning” should emphasize that EF becomes pinned at the
frontier energy levels of the semiconductor, i.e., in the absence of gap
states. It is also worth pointing out that one of the oSCs employed was
deposited from solution, showing that the interlayer approach with
molecular donors/acceptors is compatible with cost-efficient and
large-area deposition methods.

Examples for non-trivial interfacial energy level tuning are shown
in Figs. 4(a) and 4(b). Figure 4(a) depicts the interlayer-tuned energy
level alignment achieved for the interface of n-doped ZnO and a
blue luminescent organic semiconductor from the ladder-type

oligophenylene class, whose energy gap was matched to that of ZnO.
The intrinsic energy level alignment between the two materials was of
staggered type-II [dashed lines in Fig. 4(a)] with an energy offset
between the CBM/LUMO and VBM/HOMO of over 1 eV. Optical
excitation of ZnO resulted in efficient energy transfer to the organic
material because of matched emission (ZnO) and absorption (oSC)
spectra. However, excitons formed in the oSC by the energy transfer
readily experienced interfacial charge transfer (electron transfer to
ZnO, the hole remaining in the oSC) because of the large energy level
offset. Consequently, luminescence from the organic light emitter was
very weak. In contrast, with an interlayer of the strong electron donor
ruthenium pentamethylcyclopentadienyl mesitylene, the energy offset
between the iSC and oSC levels was brought to less than 0.1 eV (in
essence type-I), and the luminescence from the organic semiconductor
increased by a factor of seven.47

Figure 4(b) shows the interlayer-tuned level alignment between
n-doped Si and a-NPD. The pristine iSC/oSC interface, i.e., without
interlayer, exhibited a straddling type-I level alignment (not shown)
with 0.3 eV upward surface band bending within Si due to surface states
and flat energy levels within the undoped oSC. The deposition of the
molecular acceptor hexafluoro-tetracyanonaphthoquinodimethane
(F6TCNNQ) as interlayer onto Si increased U significantly to 5.3 eV, as
expected according to the description of Fig. 3. Part of this U-increase
was due to interlayer-enhanced upward surface band bending within Si,
now amounting to 0.6 eV. This high U of the Si surface was sufficient to
induce intrinsic Fermi level pinning at the HOMO manifold of a-NPD,

FIG. 4. Examples of non-trivial interfacial energy level scenarios discussed in the
text. (a) n-doped iSC and intrinsic oSC, where the level alignment was changed by
a molecular donor interlayer (D-IL) compared to without D-IL. (Dashed lines on the
oSC side indicate the energy levels without D-IL.) (b) Upward band bending on
both sides of the heterojunction due to a molecular acceptor interlayer (A-IL), lead-
ing to surface band bending in the iSC and intrinsic Fermi level pinning induced
energy level bending within the oSC. (c) “Classical” pn-junction formed at the inter-
face between an n-doped iSC and a p-doped oSC. (d) Near-interface inversion
layer formation in an n-doped iSC by the deposition of a high work function organic
conductor (oC).
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because the IE of a-NPD matched the modified Si work function. The
intrinsic Fermi level pinning at the HOMO manifold induced positive
space charge in a-NPD close to the interface, resulting in concomitant
upward energy level bending within the oSC [see Fig. 4(b)], instead of
the flat levels away from the interface obtained without the molecular
interlayer. The result is a rather unusual energy level situation, where
both semiconductors exhibit upward band bending toward their inter-
face and holes in both materials are confined right to the interface [cf.
Fig. 4(b)].49 The electrical characteristics of such an interface remain yet
to be investigated.

Figure 4(c) depicts the energy level alignment achievable when
both semiconductors are doped, and classical pn-junctions can be
formed, as the depletion width within the oSC becomes smaller (a few
10 nm or less) for higher doping levels. Yet, evaluation of the depletion
width must be done carefully as diffusion and preferred adsorption of
molecular dopants used for oSCs (often the same donor/acceptor mol-
ecules used for interlayers, see above) can induce additional U changes.
Notable for the organic electronics community, the determination of
the depletion width within the oSC can be used as a complementary
experimental method to assess the doping efficiency.50

The final example, shown in Fig. 4(d), does not strictly pertain to
an oSC, but rather to an organic conductor, often used as an electrical
contact in organic electronic devices. These are often realized by degen-
erately doping a polymer semiconductor, the most widespread and
commercially available one being poly(3,4-ethylenedioxythiophene) that
is p-type doped by polystyrene sulfonate (PEDOT:PSS). Numerous dif-
ferent formulations have been introduced, and—depending on applica-
tion—they feature moderate to high electrical conductivity and/or high
work functions, well in excess of 5 eV, which enables Ohmic hole injec-
tion at contacts to undoped oSCs. When such a high-U conductor is
brought into contact with an n-doped iSC that typically would have
comparably lowU, electrons flow from the iSC to the organic conductor
to establish electronic equilibrium at the interface. The resulting electron
deficiency in the iSC close to the interface leads to a depletion region
with associated upward band bending. For n-doped Si, it was demon-
strated that PEDOT:PSS deposition even resulted in the formation of an
inversion layer near the surface,51 i.e., while EF is close to the CBM in
the bulk, it is very close to the VBM at the surface [cf. Fig. 4(d)]. Above-
bandgap light absorbed by Si produces free charge carriers, and this par-
ticular energy level situation then facilitates efficient hole collection by
the PEDOT:PSS contact while electrons are collected at the back-
contact of Si (not shown). This structure can be viewed as a thin pn-
junction within Si and, thus, a solar cell, where the p-doped region in Si
does not have to be formed by elaborate classical doping; instead it
forms spontaneously upon polymer deposition.52 Model solar cells
based on iSC/conductive polymers have achieved over 13% power con-
version efficiency to date.53,54 One further beneficial effect of the con-
ductive polymer has been suggested to be improved passivation of
electronically active defects of the Si surface,55 which could also be
enhanced by the admixture of sorbitol to the PEDOT:PSS dispersion.56

Because of the significant potential of this approach to reduce costs of
solar cell fabrication, such interfaces between iSCs and conductive
organic materials are presently the topic of investigation.53,54,57

V. OUTLOOK

There are a number of approaches that enable wide tuning of the
energy level alignment at iSC/oSC interfaces, as collated above. For a

given material pair, there will probably be more complexity than illus-
trated here, because the effects summarized in Fig. 1 have not been
fully accounted for in the discussion of the individual approaches, for
brevity. For real interfaces, one should carefully analyze the phenom-
ena that factually occur and the ones that dominate the achieved
energy level alignment. Particularly surface states of iSCs, which are
highly sample-dependent, must be carefully considered. Suggesting
general rules would, therefore, not be practical. Nonetheless, the basis
for energy level adjustment is understood, and it will be interesting to
see their use in a wider range of structures and devices in the future.
One example could be the control of charge carrier density at an iSC
surface by massive charge transfer to an organic interlayer, thereby
generating or manipulating the properties of a two-dimensional elec-
tron (hole) gas confined to the hybrid junction. The formation of an
np-inversion layer in an iSC with a high-U conductive polymer has
been demonstrated. What is currently missing are corresponding low-
U conductive polymers, ideally lower than the ca. 3.5 eV achieved with
thin insulating polyethylenimine layers,58 that would enable the for-
mation pn-inversion layer, and thus providing more flexibility for
device fabrication. Furthermore, all of the above methods allow static
energy level tuning only, i.e., the energy levels are fixed once the junc-
tion is formed. For multifunctional devices, e.g., where more than one
external stimulus can be used to control the device output, the use of
photochromic molecules has already been shown to be highly attrac-
tive.59–62 For instance, the energy gap of photochromic molecules can
be switched between two values by selective light irradiation, and it
was demonstrated that the output of organic field effect transistors59,60

as well as organic light emitting diodes61–63 can then be manipulated
electrically and optically. These molecules can readily be functionalized
with a phosphonic acid group so that defined formation of a dense
and covalently bound SAM on an iSC surface is feasible.64 It yet
remains to be tested to what extent the function of an inorganic/
organic semiconductor junction can be expanded by the insertion of
such a photo-addressable interlayer. By combining two or even more
of the named approaches, innovative energy level alignment situations
at iSC/oSC interfaces can be envisioned, conceivably leading to supe-
rior electronic and optoelectronic functionality.
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