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#### Abstract

The origin and nature of glassy dynamics presents one of the central enigmas of condensed-matter physics across a broad range of systems ranging from window glass to spin glasses. The spin-ice compound $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$, which is perhaps best known as hosting a three-dimensional Coulomb spin liquid with magnetically charged monopole excitations, also falls out of equilibrium at low temperature. How and why it does so remains an open question. Based on an analysis of low-temperature diffuse neutron-scattering experiments employing different cooling protocols alongside recent magnetic noise studies, combined with extensive numerical modeling, we argue that upon cooling, the spins freeze into what may be termed a "structural magnetic glass," without an $a$ priori need for chemical or structural disorder. Specifically, our model indicates the presence of frustration on two levels, first producing a near-degenerate constrained manifold inside which phase ordering kinetics is in turn frustrated. A remarkable feature is that monopoles act as sole annealers of the spin network and their pathways and history encode the development of glass dynamics, allowing the glass formation to be visualized. Our results suggest that spin ice $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ provides one prototype of magnetic glass formation specifically and a setting for the study of kinetically constrained systems more generally.
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## I. INTRODUCTION

Magnetism provides a remarkable playground for understanding complex phenomena. A wide variety of materials with spin networks that closely match theoretical models as well as the intuitive nature of spin degrees of freedom account for their wide-ranging importance. Spin glasses are a celebrated instance of this as examples of states where equilibrium breaks down. More recently, fractional quasiparticles and spin liquids have come into focus as scenarios where exotic phases

[^0]emerge from highly frustrated landscapes. The observation of anomalous noise and development of memory effects in the highly frustrated spin-ice compound $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ [1] point to a close connection between these. Given that an essential component of conventional spin glasses, namely, randomness, is believed to be absent, the prospect of a spin realization of a structural glass instead is a tantalizing prospect, especially given the simplifications a spin model could bring.

Spin liquids [2,3], unlike paramagnets, are not simply thermally disordered. Rather, they are characterized by a huge density of low-energy spin states. These can incorporate intricate correlations which emerge from local constraints imposed by competing interactions. At low temperature they can thus be fundamentally different from conventional magnets, as evidenced by their exotic excitations - such as pointlike monopoles or extended Dirac strings [4] - whose collective behavior we are only beginning to understand [4-9]. In particular, their dynamics is subject to the vagaries of the interplay of the unusual nature of the degrees of freedom with the subtle effects of other interaction terms that are inevitably


FIG. 1. Magnetic structure, monopole hopping, and relaxation time of DTO. (a) The spins in DTO are located on a pyrochlore lattice. The magnetic interaction pathways are shown in color, and dipolar coupling (not shown) is also important. These constrain the spin configurations to follow two-in/two-out ice rules. Breaking the ice rules results in the creation of a monopole antimonopole pair which can separate, creating a Dirac string as shown in (b). Monopoles are constrained by the other spins (Dirac strings) to travel over a restricted manifold. (c) Relaxation time ( $\tau$ ) for DTO extracted from noise measurements follows a Vogel-Fulcher-Tammann (VF) behavior below 1.5 K , rather than an Arrhenius law. The color map is of $\chi^{\prime \prime}(\omega)$ whose maximum gives a measure of $\tau$. The inset shows the cooling protocol for one cycle of the neutron experiments: the symbols correspond to the waiting times as a function of temperature for the rapid (light blue) and slow cooling (green) protocols of the neutron experiments. These are compared with the VF law obtained from the noise and with the Arrhenius law fit to the data.
present in real materials and give rise to an intricate energy landscape.
$\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ (DTO) is a spin-ice material that belongs to the family of pyrochlore oxides of type $\mathrm{A}_{2}^{3+} \mathrm{B}_{2}^{4+} \mathrm{O}_{7}^{2-}$ containing a wide range of highly frustrated magnets, many of which fail to order at low temperatures [4-7,10-12]. The magnetic lattice is shown in Fig. 1(a). Ising spins are located on the corners of tetrahedra and are restricted to pointing in- and outward. Recent experimental results demonstrated that a comprehensive fit to several thermodynamic properties [13-16] requires a Hamiltonian with exchange interactions to third nearest neighbors (as indicated in the figure), along with longerranged dipolar interactions. The resulting constrained states mentioned above are described by the ice rules, which stipulate two spins pointing in, and two out, at each tetrahedron [17,18]. Mapping spin vectors to an emergent magnetic field B gives a divergence-free condition, $\nabla \cdot B=0$, reminiscent of magnetic fields in conventional magnetostatics. Indeed, if the ice rules are broken, say by a thermal single spin-flip excitation, then two topological defects (a pair of oppositely charged magnetic monopoles) form, and as they separate, they turn spins over along the way forming a Dirac string [see Fig. 1(b)]. Pure spin ice is in a Coulomb phase where the monopoles are deconfined, interacting through an emergent $1 / r$ potential, as expected for charges in "free space," with the spin correlations having the functional form of free dipoles [4]. A central scientific question is how perturbing pure spin ice and reducing thermal disorder generates complex forms of matter such as glasses.

In this work we investigate the regime in which memory effects appear in $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$, at temperatures much higher
than any predicted underlying ordering temperature [1]. We study this history dependence in a detailed neutron-scattering study incorporating different cooling protocols, connecting these results with extant magnetic susceptibility and noise measurements. Our numerical modeling indicates that this "supercooled"-liquid-like behavior is intimately connected to the passage of monopoles in an energy landscape that is not quite flat: interactions that at low enough temperatures induce order affect the potential landscape explored by monopoles as they hop from site to site, slowing down their dynamics at the same time as their density plummets. We model the resulting monopole pathways numerically, contrasting the regime where the spin network ultimately becomes glassy with the behavior of a robustly ordered magnet.

## II. RESULTS

## A. Spin interactions and glassiness

As DTO is cooled, the spin dynamics undergoes drastic slowing down, with the appearance below $T_{\text {irr }} \approx 600 \mathrm{mK}$ of history dependence-typically evidenced by a divergence between field-cooled (FC) and zero-field-cooled (ZFC) magnetization measurements-and a host of accompanying phenomena such as thermal runaway [19-29]. The temperature dependence of a characteristic relaxation time, $\tau(T)$, can thus be extracted, with Fig. 1(c) showing the values from the most recent magnetic noise experiments [1], which are in good agreement with previously determined values (e.g., from [20,30,31]). Fitting a functional form is complicated by the temperature dependence of various physical processes involved in the dynamics. An Arrhenius law (black curve)
departs significantly from the data below approximately 800 mK . Instead, $\tau(T)$ can be well-fitted by a Vogel-FulcherTammann (VF) form, $\tau(T)=\tau_{0} \exp \left(A /\left(T-T_{\mathrm{VF}}\right)\right.$ ), common for glasses (see, e.g., [32,33]), with $\tau_{0}=7.0(3) \times 10^{-6} s$, $T_{\mathrm{VF}}=0.18(2) K$, and $A=6.0(9) K$ (red curve), across all of the accessible temperature range (for a similar analysis of Monte Carlo simulation data see the Supplemental Material, SM [34]). The VF law a priori reflects cooperative effects rather than single-ion physics. $T_{\mathrm{VF}}$ is the Vogel divergence temperature, where the system reaches an infinite relaxation time. The figure also shows a color map of $\chi^{\prime \prime}$ obtained from noise measurements [1] by means of the fluctuation dissipation theorem, whose maximum also gives a measure of $\tau$. Measurements at temperatures and on timescales below and to the left of $\tau(T)$, respectively, probe the out-of-equilibrium behavior. At around 600 mK , the relaxation time is close to 200 s , and it rises swiftly below that temperature, exceeding $10^{5} \mathrm{~s}$ below 300 mK .

A previous machine-learning study by a subset of the present authors identified an effective spin-ice Hamiltonian that, in the manner of Refs. [13-15], consists of a dipolar interaction combined with exchange terms up to third nearest neighbors (which are of two different kinds in the pyrochlore lattice). A prolate spheroid in parameter space was determined inside which several experimental observations, such as neutron scattering, specific heat, and magnetization, were well described by the model. Notably, this model, when simulated using a single spin-flip algorithm (SSF), successfully captures dynamical features of the system, such as the FC-ZFC irreversibility at $600 \mathrm{mK}[21,35]$. And if the standard correspondence between Monte Carlo (MC) steps and real time is used, it can also reproduce the departure from Arrhenius behavior in the magnetic relaxation timescale, as shown in the SM [36].

To probe the nature of this freezing we measure diffuse neutron-scattering spectra under different cooling protocols, "annealing" with a timescale of several days, as well as rapid cooling over an hour. The full temperature histories of two independent cooling cycles used for these measurements are shown in Fig. S1 of the SM [37]. Both cycles give identical results, so we focus our discussion on the longer one (cycle 2 ), with an annealing time close to a month (data for cycle 1 is shown in the SM [38]). The inset of Fig. 1(c) shows in logarithmic scale the waiting times at each temperature for each cooling protocol in this cycle, compared with the characteristic times from the VF and Arrhenius laws, as the temperature is lowered towards 300 mK . According to the VF law, even the longest waiting time, which slightly exceeds those of previous long-cooldown experiments ([31,39]), is out of equilibrium below 450 mK . The data from the neutronscattering experiments supports this statement. As seen in Fig. 2(a), rapid and annealed cooldowns give indistinguishable scattering patterns (see SM [38] for a comparison and subtraction of raw data for cycle 1). This is also in agreement with the results seen in Ref. [39].

We find that the effective Hamiltonian gives an accurate quantitative description of the experimental neutronscattering data, both after rapid cooling and annealing [Fig. 2(b)]. In accordance with the experiments, simulations of the diffuse scattering show Coulombic correlations asso-
ciated with the emergent $U(1)$ gauge field between 2 and 1 K [Fig. 2(c)]. At lower temperatures, a further build-up in correlations is reflected in a sharpening of the features. Below 600 mK the correlations remain largely unchanged as one would expect for a glass, with no appreciable features indicating the development of long-range order, as opposed to numerical simulations using nonlocal updates where Bragg peaks develop at very low temperatures [13-15,19,35]. A calculated spin configuration below $T_{\text {irr }}$ is shown in Fig. 3(a), whose structure factor matches the experimental NS data accurately [Fig. 2(b)]. To visualize the spatial magnetic correlations in the system, we use colored smooth surface wrappings around regions of connected tetrahedra with the same net magnetic moment. Ice rules allow six possible such orientations. For clarity, only four types are shown.

While computationally intensive, effective Hamiltonians open the possibility of investigating possible mechanisms by which the cooperative contribution to spin freezing might occur.

## B. Monopole motion and domain formation

The simulations show spin dynamics in three distinct regions (illustrated in Fig. 4). In the liquid, $T>T_{\text {irr }}$, monopole pathways overlap and are three dimensional. Short-range ferromagnetic clusters undergo bursts of rapid change as they are traversed by monopoles; over time the entire simulated volume reaches equilibrium (see Movie S 1 ). In the intermediate region ( $T_{\mathrm{VF}}<T<T_{\mathrm{irr}}$ ) the monopoles travel on sparse networks. The monopoles are then confined in intertwined FM regions, with the simulation timescale shorter than that on which large-scale spin rearrangements happen. Here monopole motion causes only local fluctuations of the clusters but not volume equilibration (Movie S2). At the lowest temperatures ( $T<T_{\mathrm{VF}}$ ), the pathways are short and spatially confined, i.e., effectively zero dimensional. The monopoles have been reduced to short-range hops and the structure has hardened (Movies S3 and S4).

Supporting quantitative analysis, including monopole lifetimes, displacement, fractional visitation of sites, jumping rates, as well as quantification of looping of the pathways (using the first Betti number $N_{\text {Betti }}$ [40]), is provided in the SM [41].

Our choice to represent magnetic correlations in terms of FM regions preserves the full microscopic information of the ice states but does not reflect the low-temperature ordered state of the model, which is of the Melko-Gingras type (see Refs. [14,15,19]). We note, however, that monopole motion is constrained to follow Dirac strings, i.e., it occurs preferentially along/opposite to (depending on the sign of the charge) the direction of the ferromagnetic moments, so that the time dependence of the FM domains provides a natural window into the dynamical processes in these systems.

Interactions modify the short-range structures and therefore the character and effective geometry of the pathways. Notably, the third-nearest-neighbor interaction plays a significant role in determining the low-temperature phase of this material. Figure 3(b) shows the simulated heat capacity over temperature $C_{v} / T$ as a function of temperature along a straight line in the $J_{3}-J_{3}$ ' plane defined by $\left(J_{3} \prime-J_{3}=0.047 \mathrm{~K}\right)$,


FIG. 2. Glass behavior in DTO. (a) Fast (1 hour) and slow ("annealed" over 4 weeks) cooling data, taken along trajectories indicated in Fig. 1(c) (inset), show little discernible difference (the measurements correspond to points A2 and R2 in the sample temperature history given in the SM [37]). (b) Modeled and measured (rapid cooled) diffuse scattering agree at low temperature. (For details on the neutron-scattering measurements and quantitative line-cut comparisons, see SM [42].) (c) Simulations of the diffuse scattering show Coulombic correlations associated with the Coulomb spin liquid at $1-2 \mathrm{~K}$. At lower temperatures the buildup in correlations is reflected in a sharpening of the correlations. Below 600 mK the correlations remain largely unchanged, as expected for a glass. The simulations correspond to a Hamiltonian with dipolar interactions and up to third-nearest-neighbor exchange interactions with $D=1.3224 \mathrm{~K}, J_{1}=3.41 \mathrm{~K}, J_{2}=0, J_{3}=-0.004 \mathrm{~K}$, and $J_{3}^{\prime}=0.044 \mathrm{~K}$ (for details see SM [43]).
with $J_{3}$ / ranging from -0.15 K to 0.22 K . The order that exists at both ends of the diagram, marked by a peak in $C_{v} / T$ that decreases in temperature towards the center, is interrupted in a broad region between -0.1 and 0.3 K , where the system enters a glassy state at a roughly constant temperature. Our model for DTO lies at the center of this broad glassy region; this is a robust, rather than fine-tuned situation, that gives some latitude in the choice of parameters. The ferromagnetic clustering and, consequently, the character of the monopole pathways are also strongly dependent on $J_{3}$ and $J_{3} /$. Figure 3(c) shows the distribution of one region (colored yellow), alongside the monopole pathways, for different strengths of the third-neighbor couplings, marked as dotted lines in the phase diagram of Fig. 3(b). For negative $J_{3}$ and $J_{3}{ }^{\prime}$, panel [1] in Fig. 3(c), the low-temperature phase is ordered and the domains form parallel planes along two principal axes; as $J_{3}$ / increases towards the value for DTO (panel [DTO]), the system exhibits a broader disordered low-temperature phase,
reflected in the regions becoming rugged and distributed across the whole sample. When $J_{3}$ 频 further increased, the regions become progressively ordered, panel [2] in 3(c), and eventually, when the system orders at low temperature, they form a uniform crisscross pattern, panel [3] in 3(c). The right column shows the pathways for two monopoles in each case.

The frustrated DTO thus sits, as expected, in a region with a complex balance between dipolar, near, and further neighbor interactions; here, small changes in temperature significantly alter the morphology of the monopole pathways. This results in different dynamical behavior, which is seen in the simulations in a non-Lorentzian noise spectral density with a temperature-dependent anomalous exponent. The simulated noise spectrum, with a single spin-flip rate, matches qualitatively but not quantitatively with that of the experiments. As discussed in a recent work [1], a detailed modeling of the dynamics requires consideration of both cooperative behavior and the local physics of the spin-flipping process. While this
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FIG. 3. Spin configurations and monopole trajectories as a function of third-neighbor interaction strength. (a) Connected tetrahedra with the same net magnetic moment define ferromagnetic (FM) regions, depicted by the smooth surface wrapping around them. Ice rules allow six FM orientations. The configuration here is modeled at $T=300 \mathrm{mK}<T_{\text {irr }}$ using parameters from Ref. [16], see text. For clarity, only four FM orientations are shown. Monopoles are trapped in this structure, as can be seen in the animation of the time dependence presented in SI (Movie S1). (B) Calculated heat capacity over temperature $\left(C_{v} / T\right)$ along the line $J_{3}-J_{3} \prime=0.047 \mathrm{~K}$, plotted as a function of $J_{3} \prime$ and $T$. Order is seen at either limit, interrupted by glass formation in a broad intermediate region. The glass formation occurs at a near-constant temperature which disrupts order at its characteristic temperature. (c) The morphology of the FM regions changes with third-nearest-neighbor interactions. A single type of FM region is shown for the parameters indicated by vertical dashed lines in (b). This shows the influence of different ordering tendencies. To the right of each subfigure, a pair of corresponding typical monopole pathways is shown.
is necessary to accurately describe the noise spectrum, they do not alter the morphology of monopole pathways.

## C. Physical origin of glass formation

Our results suggest an interpretation where glass forms from a combination of rarefaction of monopoles and the buildup of short-range correlations in turn restricting their motion. These correlations appear to be brought about by precursors to ordering that would eventually occur in thermodynamic equilibrium at lower temperatures - thus producing a remarkable instance of frustrated phase ordering kinetics preceding the ordering temperature.

With cooling, large-scale annealing events, where many monopoles exchange position in bursts and the effective potential landscape changes akin to an avalanche, are unlikely to be sampled in any experimental timescale. Measurements instead reflect the common short-ranged excursions of monopoles which result in fluctuations around, rather than
changes of, a given ice configuration. As temperature decreases, even these motions are increasingly blocked and below $T_{\mathrm{VF}}$ annealing is effectively prevented as energy barriers are too large for monopoles to move between energy minima on experimentally accessible time scales.

Spin glasses are usually found in materials with randomness as well as frustration. Relaxor ferroelectrics are created as a result of strong ionic site disorder [44]. DTO on the other hand has no evident intrinsic randomness or disorder. Instead, it has much closer connection to structural glass behavior where networks of bonds, defects, and coordination are important. Some liquids, particularly those with high degrees of frustration, remain liquid down to low temperatures without crystallization, and become glassy due to kinetic slowdown [45]. In DTO similar behavior appears to occur because the primary couplings are large compared to the glass formation temperature, and the strong frustration stabilizes the liquid state down to low temperatures. The small perturbation of distant neighbor couplings then freeze the fragile domain


FIG. 4. Monopole pathways at different temperatures. For clarity of comparison, the same (artificially) fixed density of monopoles is shown at each temperature; in reality, the number of monopoles at lowest temperature is vanishingly small. The graph shows characteristic monopole paths taken over a finite MC time in three regions. Above the irreversibility line, $T>T_{\mathrm{irr}}$, the monopole paths are extended and mutually connected and (eventually) span the whole sample. For $T_{\mathrm{VF}}<T<T_{\mathrm{irr}}$, the monopole pathways take the form of sparse networks; as temperature is lowered their size and dimensionality is increasingly reduced and they become disconnected. For $T<T_{\mathrm{VF}}$ the monopoles are essentially frozen and the pathways become zero dimensional. The red line is the VF law that best fits the relaxation time data (shown in Fig. 1).
structure. The behavior of DTO below 800 mK resembles the development of dynamic heterogeneity in supercooled liquids [46,47]. Previous measurement of a VF law in spin ice was associated with a supercooled spin liquid [48]. The phase diagram in Fig. 3(b) does not indicate an avoided long-range ordering around 600 mK , and the equilibrium ordering temperature into a Melko-Gingras type crystal, found using loop algorithms in our model Hamiltonian, lies close to 200 mK . This temperature, unlike the case of supercooled liquids, coincides within experimental error with $T_{\mathrm{VF}}$. This is a consequence of the freezing in the mobility of defects that occurs at crystallisation, which implies a divergence of the characteristic time.

## III. DISCUSSION AND CONCLUSIONS

The nature of the low-temperature state of spin-ice materials has been a matter of continued investigation. As $T$ is lowered into the spin-ice phase, characteristic Coulomb correlations appear that can be described by a dipolar spinice model. Crucially, however, the behavior of the "pure" version of this ice model, and its varieties, differ greatly in this regime. What is special about the dipolar spin-ice model is that its constrained manifold of the exponentially many degenerate states obeying the ice rules is very "flat"; in a slightly simplified model, such as the dumbbell model [4], all these states are degenerate. The motion of the monopoles, which connects these states, thus takes place without encountering
significant energy barriers and only slows down as the size of the monopole population is thermally suppressed, following an Arrhenius law [49]. Corrections to the point charge approximation of the monopoles and further neighbor exchange interactions, however, select a subset of ground states which is generically small and involves spontaneous (at least partial) ordering at even lower temperatures. It is a much investigated and long-standing issue in the physics of spin ice that such ordering has never been observed experimentally. Our observations advocate the view that these subdominant interactions generate obstacles to the monopole motion by endowing the previously flat energy landscape with additional structure; this is the frustrated kinetics in the constrained manifold arising from the ice rules. It is in this sense that we refer to spin ice as a structural magnetic glass. Like a structural glass, its slow, non-Arrhenius dynamics can be the result not of disorder or boundary effects [50] but of a nontrivial energy landscape arising as a cooperative effect.

The high tunability of magnetic materials like DTO with pressure and chemical substitution, their simple and welldefined interactions, and lattice nature make them highly attractive as a route to understanding the complex physics behind structural glasses. In these materials, the remarkable physics of partially disordered phases of matter and how they emerge from competition is well suited to machine learning. This can be applied to spin simulations directly and may provide surprising new insights. Highly degenerate manifolds are increasingly being studied in topological and quantum materials, and the findings here should be highly relevant. Spin jammed states [51-55] have been proposed in frustrated magnets, and disordered states appear to compete with potential quantum spin liquids. In addition, narrow-band electronic systems are being explored that will also have large degenerate manifolds if tuned to the Fermi energy [56]. These considerations are not limited to real materials but also extend to artificial magnetic arrays [57], where similar instances of slow dynamics and glassiness have been encountered in recent years [58].

In conclusion, the dipolar and small further neighbor interactions in spin ice $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ appear to be responsible for the appearance of glassy dynamics. On cooling, short-range correlations emerge which introduce restrictions on monopole pathways. This eventually breaks the ergodicity of the system on measurement timescales at a temperature matching the irreversibility temperature, $T_{\text {irr }} \approx 600 \mathrm{mK}$, and a glassy state exhibiting only the short-range correlations is formed. The dynamics gradually becomes yet more sluggish as the temperature drops further, and our fit of the relaxation time to a Vogel-Fulcher law leads to a temperature scale $T_{\mathrm{VF}} \approx$ 200 mK for its divergence, which is close to the numerically obtained thermodynamic transition temperature into a fully ordered state. The ordering tendencies and geometry of the pathways are shown to be controllable by the strength of further neighbor interactions. The simplicity of the model suggests that spin ice presents new opportunities for microscopic understanding of glass formation and a new platform to study glassy behavior.

The data and material that support the findings of this study are available from the corresponding author upon reasonable request.
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