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a b s t r a c t 

Electrolyte filling takes place between sealing and formation in Lithium Ion Battery (LIB) manufacturing process. 

This step is crucial as it is directly linked to LIB quality and affects the subsequent time consuming electrolyte 

wetting process. Although having fast, homogeneous and complete wetting is of paramount importance, this 

process has not been sufficiently examined and fully understood. For instance, experimentally available data 

is insufficient to fully capture the complex interplay upon filling between electrolyte and air inside the porous 

electrode. We report here for the first time a 3D-resolved Lattice Boltzmann Method (LBM) model able to simulate 

electrolyte filling upon applied pressure of LIB porous electrodes obtained both from experiments (micro X-ray 

tomography) and computations (stochastic generation, simulation of the manufacturing process using Coarse 

Grained Molecular Dynamics and Discrete Element Method). The model allows obtaining advanced insights about 

the impact of the electrode mesostructures on the speed of electrolyte impregnation and wetting, highlighting the 

importance of porosity, pore size distribution and pores interconnectivity on the filling dynamics. Furthermore, 

we identify scenarios where volumes with trapped air (dead zones) appear and evaluate the impact of those on 

the electrochemical behavior of the electrodes. 
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ntroduction 

Lithium-ion batteries (LIBs) are widely used as energy storage de-
ices in electronic gadgets, electric vehicles, and stationary applications;
ue to their high power and energy densities, and good cycle life [1] . As
he urge to shift to environment-friendly technologies is rising, the de-
and for LIBs is aggressively increasing not only within these domains

ut also across many other areas. Consequently, decreasing LIBs cost
ecomes one of the most critical barriers to overcome. Alongside the
assive improvement in cell chemistry, [2] it is critical to optimize the
anufacturing process in order to improve its quality: one of its bottle-
eck steps is to ensure homogenous electrolyte impregnation within the
lectrode porous mesostructure [3-6] . There are several specific techni-
al reasons behind this claim. Firstly, the electrolyte wetting of LIB cells
akes a relatively longer time than other steps during manufacturing [4] .
econdly, since the charge transfer occurs at the electrolyte-electrode
nterface, the electrolyte infiltration determines the total electrochemi-
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ally active surface area and, therefore, the cell energy and power capa-
ility [7–9] . Moreover, incomplete wetting can create "dead electrode
ones" which may potentially lead to the formation of dendrites, induc-
ng short circuits and reducing the battery cycle life [3,10,11] . 

Davoodabadi et al. performed quantitative wettability measurements
n NMC532-based cathodes, identifying two important parameters: the
lectrolyte penetrance coefficient and the solid permeability coefficient
5] . They found that the electrolyte with a greater value of the former
ets faster the electrode, whereas the electrode with a greater value of

he latter is more amenable to impregnation. Furthermore, studies per-
ormed by the same group revealed that the calendering degree ( i.e.,
he porosity of the electrode after the calendering), the wetting temper-
ture, the nature of the solvent used to prepare the electrode slurry ( i.e.,
rganic vs. aqueous) and the concentration of the electrolyte’s salt play
 key role in the wetting rate [10] . A ceramic coating on separator also
mproved the electrolyte wetting on the in-plane direction [12] . Günter
t al. studied the impact of the amount of electrolyte on the performance
9 February 2021 
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Figure 1. Schematic representation of the workflow used in the LBM simulation 

and its subsequent analysis. 
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f large-format LIB cells [13] . They analyzed the filling and the forma-
ion process and performed cyclability tests, finding interdependencies
etween the electrolyte quantity, the wetting rate, the cell capacity, and
nergy density. Working also with large-format LIB cells, Weydanz et al.

sed neutron imaging to visualize in real-time the electrolyte impreg-
ation and analyzed the effect of using vacuum to reduce the wetting
ime [14] . It was also demonstrated that the electrode surface morphol-
gy, the separator material and the interphase between them affect the
etting kinetics [15-17] . 

Despite the importance of the topic, reliable and broad scientific data
oes not exist in the literature [3] , [18] . There are several patent reports
nd scientific publications, but nevertheless, the electrode wetting pro-
ess has not been sufficiently explored [4] . Electrolyte wetting has been
valuated experimentally by wetting balance and 2D in-plane imbibi-
ion methods. However, the experimental results cannot provide any
nformation on how and what portion of the pores were filled [5] . The
isualization favors a straightforward understanding of its profound na-
ure [5] , [11] , [18] . However, it is a challenging task from an experimen-
al perspective. The components of the cells, such as electrodes, sepa-
ators, and housing, are not transparent to visible light. Furthermore,
he vacuum chamber, where usually the electrodes are filled, does not
llow doing in situ experiments. To the best of our knowledge, only a
ew papers report the visualization of the liquid penetration by using
ransmission neutron and X-ray imaging [18] , [19] , [20] . These studies
id not have the appropriate resolution to provide detailed information
n how the pores were filled with electrolyte during the whole process,
ue to the limitations of the techniques. 

Another path to address this puzzle is the utilization of computa-
ional methods to simulate porous media flow. Computational fluid dy-
amics based on finite element method (FEM) and finite volume meth-
ds (FVM) have been the most dominant tools to solve fluid dynam-
cs problems [21] . Nevertheless, they cannot be applied in a straight-
orward way to 3D-resolved porous media phenomena where bound-
ries are complex and involve biphasic (gas/liquid) interface dynamics
11,22] . Recently, the increase in computational power and the devel-
pment of the so-called Lattice Boltzmann Method (LBM) made possible
o describe this process meticulously [22–24] . Compared to other tech-
iques, the strength of the LBM is its mesoscopic nature based on the dis-
rete kinetic theory. At the mesoscopic level, the LBM models combine
icroscopic dynamics, such as fluid-fluid and fluid-solid boundary in-

eractions, and the macroscopic kinetic theory of fluids, like the Navier-
tokes equation for the bulk flow [25] . Moreover, several multiphase
odels reported recently advanced its capacity to simulate multiphase
ow, becoming very attractive [26] . In spite of its advantages, LBM is a
ew tool, and few codes were developed compared to traditional compu-
ational fluid dynamics (CFD) methods [26] . Furthermore, LBM is com-
utationally very expensive, which limits its deployment to an efficient
nd parallel usage of supercomputers [11,27] . Regardless these difficul-
ies, Lee et al. implemented LBM to characterize electrolyte transport in
he porous LIB electrode [11,27] . Despite the successful utilization and
ssential insights from the study, the model was only two dimensional,
nd flow was limited in some directions. Their simulation was based on
n ideal case where only active material particles with perfectly spheri-
al shape were considered. Furthermore, the inactive components, such
s conductive additive and binder, which are known to significantly im-
act the AM active surface and pores structure, [11,20,27] were not ex-
licitly considered. Hence further studies on three-dimensional models
re required to capture the full picture of the process. 

For the first time, this study reports insights about the electrolyte
lling dynamics in electrodes with three-dimensional resolution based
n an innovative Lattice Boltzmann model where realistic geometries
f electrodes were utilized. Furthermore, the impact of electrode poros-
ty on electrolyte wetting dynamics was explored using electrodes gen-
rated by stochastic simulations, tomography characterizations and by
he simulation of the electrodes manufacturing process. The separator’s
ole and its surface contact with the electrode on electrolyte penetration
81 
as also characterized, and the electrolyte penetration was simulated in
 full 3D LIB cell. 

. Workflow and model description 

.1. Workflow 

The workflow of our study is summarized in Figure 1 . Through LBM,
he electrolyte impregnation simulations were performed over 3D elec-
rode mesostructures of NMC-based cathodes and full LIB cell, including
he graphite anode and the separator. The 3D NMC cathode mesostruc-
ures were generated through three different approaches. The first one
s the stochastic generation by using our in-house INNOV code [28] . In
hort, spherical particles are placed randomly until the required amount
f Active Material (AM) is achieved. Periodic boundary conditions and
n experimental particle size distribution are applied. The conductive
dditives and binder (or Carbon Binder Domain -CBD-) inactive phase
s added pixel per pixel with the only constraint that it has to be in
ontact with the solid phase (either active or inactive phase). The sec-
nd electrode generation approach is our previously reported physical-
ased Coarse-Grained Molecular Dynamics (CGMD) and Discrete Ele-
ent Method (DEM) models. The CGMD simulates the electrode slurry

nd drying steps, while the sequential coupling of CGMD with DEM
llows simulating the calendering step. CGMD and DEM models are
ased on experimental input data such as the AM particle size distri-
ution and explicitly consider the CBD. For further details about our
GMD and DEM models and their validation, the readers are referred
o our previous publications [29,30] . The third origin of the cathode
esostructures is micro X-ray tomography of real manufactured elec-



A. Shodiev, E. Primo, O. Arcelus et al. Energy Storage Materials 38 (2021) 80–92 

t  

a  

w  

s  

s  

m  

[  

d  

m  

c  

i  

a  

a  

w  

t  

s  

r  

t  

s  

c  

n  

b  

8  

s  

w  

T  

p  

o  

T  

t
 

t  

w  

 

s  

e  

o  

F  

a  

s  

a  

f  

w  

l  

t  

t

𝑓  

I  

s  

t  

s  

t  

r  

v  

p  

Δ
 

w  

L  

𝑓  

t

𝑓  

I  

𝑤  

7  

t  

[
 

i[
⎡⎢⎢⎣

1 
0 
1 

T  

t  

t  

a

𝑢  

T  

fl  

𝜎  

A  

S  

(
i

𝐹  

O  

p  

c  

a  

b  

e

𝐹  

T  

w  

g  

t  

m  

T

c

w  

d  

t  

s  

[
 

s  
rodes. The electrode consisted in NMC 111 (Umicore), carbon black
dditive (C-NERGY 

TM super C65, Imerys) and PVdF (Solef TM , Solvay)
ith a weight composition of 96-2-2. Two different conditions were es-

ayed: uncalendered ( 𝜀 = 47.8%) and calendered ( 𝜀 = 26%). The NMC
amples obtained by tomography were imported into INNOV for seg-
entation and the CBD domain added stochastically in a film-like array

28,31] . The micro X-ray tomographic measurements have been con-
ucted at the P05 synchrotron imaging beamline (Desy, Hamburg, Ger-
any) [32] . The data acquisition setup consisted of a KIT CMOS camera

ombined with a 10 times optic and a 100 μm CdWO 4 scintillator yield-
ng an effective pixel size of 0.642 μm. The samples were measured in
bsorption contrast mode using a photon energy of 25 keV selected by
 double multilayer monochromator. For each sample, 2401 projections
ere measured with equidistant angle steps of 0.15° and an exposure

ime of 130 ms each. To reduce ring artefacts the center of rotation was
hifted by random but tracked values of up to 100 μm. The data was then
econstructed using the filtered back projection algorithm and were fur-

her denoised using a 3D non-local means filter [33] . Finally, GeoDict
oftware was used to generate graphite electrode mesostructures. We
reated a 1000 × 1000 × 1000 voxel domain with a voxel size of 100
m to make a representative structure. A log-normal particle size distri-
ution was generated by considering the D10, D50 and D90 values to be
, 11, and 18 μm, respectively. The structure is built in two steps. First
pherical particles are homogeneously distributed within the domain,
here the total volume fraction that they should occupy is specified.
hen the overlaps between the generated objects are removed to ap-
roach the specified volume fraction as much as possible. The porosity
f the resulting structure without the addition of carbon-binder is 35%.
he addition of carbon-binder (using the same algorithm as before) leads
o the final porosity of 33%. 

All obtained geometries were imported into the INNOV program for
he slicing and convert segmentation procedure into binary images, after
hich a DAT file is created and imported into the LBM simulations [34] .

The LBM model developed for this study was based on three dimen-
ional (D3Q19) cubic lattices using both an advection and a collision op-
rator, where Q19 corresponds to fixed velocity vectors per fluid phase
r component [35] , [36] . A scheme of the lattice structure is shown in
igure 2 . The general LBM was initially developed by Shan and Chen
nd adapted in this work to describe three-dimensional interactions as-
uming an isothermal system [37] . In the proposed LBM model, motion
nd fluid-fluid interaction are defined by a set of particle distribution
unctions based on the Bhatnagar-Gross-Krook (BGK) collision operator
here model constants can be used to characterize fluid density and ve-

ocity [36] . The left-hand side of equation (1) corresponds to a streaming
erm, and the right-hand side defines a collision term that together holds
he system on Maxwellian equilibrium:[37] 

 𝑖 ( 𝑥, 𝑡 ) − 𝑓 𝑖 
(
𝑥 + 𝑒 𝑖 Δ𝑡, 𝑡 + Δ𝑡 

)
= 

Δ𝑡 
𝜏

[
𝑓 𝑖 ( 𝑥, 𝑡 ) − 𝑓 

𝑒𝑞 

𝑖 
( 𝑥, 𝑡 ) 

]
𝑖 = 0 , 1 , . . ., 18

(1) 

n the equation above 𝑓 𝑖 ( 𝑥, 𝑡 ) is the particle distribution function which
pecifies the number of fluid particles at lattice location x and time t
raveling in the i th direction, 𝑒 𝑖 is a lattice velocity vector that corre-
ponds to allowable directions of the velocity vector , Δ𝑡 is a discrete
ime step and 𝜏 is the relaxation time. The relaxation parameter rep-
esents the rate of particle collisions which is related to the kinematic
iscosity (V) of the lattice 𝑉 = 𝑐 2 

𝑠 
( 𝜏 − 

1 ) . In this kinematic viscosity ex-

𝑒 0 , 𝑒 1 , 𝑒 2 , 𝑒 3 , 𝑒 4 , 𝑒 5 , 𝑒 6 , 𝑒 7 , 𝑒 8 , 𝑒 9 , 𝑒 10 , 𝑒 11 , 𝑒 12 , 𝑒 13 , 𝑒 14 , 𝑒 15 , 𝑒 16 , 𝑒 17 , 𝑒 18 
]
= 𝑐 
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82 
ression 𝑐 𝑠 is the speed of sound of the lattice defined by 𝑐 𝑠 = 

Δ𝑡 
Δ𝑥 √
3 

where

𝑥 = 1 lattice length unit, lu . 
As discussed above, the Navier-Stokes macroscopic kinetic theory

as applied to describe fluid in the bulk flow at mesoscopic level in the
BM model [26] . The functional form of the equilibrium distribution
 

( 𝑒𝑞 ) 
𝑖 

= 𝑓 ( 𝜌𝑛 𝑣 𝑛 ( 𝑒𝑞 ) ) has the following form for the purpose of recovering
he Navier-Stokes equation: 

 

( 𝑒𝑞 ) 
𝑖 

( 𝑥, 𝑡 ) = 𝑤 𝑖 𝜌

⎡ ⎢ ⎢ ⎣ 1 + 

𝑒 𝑖 𝜌
𝑒𝑞 

𝑐 2 
𝑠 

+ 

1 
2 

( 

𝑒 𝑖 𝜌
𝑒𝑞 

𝑐 2 
𝑠 

) 2 

− 

1 
2 

( 

𝑒 𝑖 𝜌
𝑒𝑞 

𝑐 2 
𝑠 

) 2 ⎤ ⎥ ⎥ ⎦ (2)

n the equation above 𝑤 𝑖 is the weight of each discrete velocity where
 𝑖 = 1∕3 for 𝑖 = 0 , 𝑤 𝑖 = 1∕18 for 𝑖 = 1 , … , 6 and 𝑤 𝑖 = 1∕36 for 𝑖 =
 , … , 18 . The macroscopic value of density 𝜌 is the density of 𝑓 𝑖 ( 𝑥, 𝑡 ) and
he macroscopic velocity 𝑢 𝑒𝑞 is calculated by 𝑢 𝑒𝑞 = [ 𝑢 𝑥 𝑢 𝑦 𝑢 𝑧 ]
26] . 

The discrete velocities 𝑒 𝑖 are defined, with their representation given
n Figure 2 , [38] 

−1 0 0 0 0 
0 1 −1 1 −1 
−1 −1 1 1 −1 

⎤ ⎥ ⎥ ⎦ 
(3) 

he density is obtained by summing the particle densities, 𝜌 = 

∑
𝑖 

𝑓 𝑖 and

he macroscopic velocity is obtained by summing the particle momen-

um and dividing by density, 𝑢 = 

∑
𝑖 𝑓 𝑖 𝑒 𝑖 

𝜌
. The external force ( 𝐹 𝑒𝑥𝑡 ) is

dded to the macroscopic velocity as 

 

𝑒𝑞 = 𝑢 + 

𝐹 𝑒𝑥𝑡 𝜏

𝜌
(4)

he two-phase fluid flow is simulated on the lattice by representing each
uid phase with its particle size distribution function as 𝑓 𝜎

𝑖 
( 𝑥, 𝑡 ) , where

= 𝑤, 𝑛𝑤 is the index for each material particle distribution function.
nother critical part of the system is the fluid-fluid interaction. In the
han-Chen model, this interaction is described by interparticle forces
 𝐹 𝑝,𝜎) . Equation (5) represents the total fluid-fluid interaction where 𝐺 𝑐 

s the interparticle strength: [26,39,40] 

 𝑝𝜎( 𝑥, 𝑡 ) = − 𝐺 𝑐 𝜌𝜎( 𝑥, 𝑡 ) 
∑
𝑖 

𝑤 𝑖 𝜌𝜎( 𝑥 + 𝑒 𝑖 Δ𝑡, 𝑡 ) 𝑒 𝑖 (5)

nly the nearest-neighbors lattices are active in the calculation of inter-
article strength. By choosing the sign and magnitude properly, fluids
an be separated to mimic immiscible flow behavior. As described above
nd shown in equation (6) , 𝑮 𝒂 𝒅 𝒔 , 𝝈 is the interparticle adhesion strength
etween fluid and solid used to describe the wetting properties of the
lectrode with the adhesion force 

 𝑎𝑑𝑠,𝜎( 𝑥, 𝑡 ) = − 𝐺 𝑎𝑑𝑠 𝜌𝜎( 𝑥, 𝑡 ) 
∑
𝑖 

𝑤 𝑖 𝑒 𝑖 ⋅ 𝑠 
(
𝑥 + 𝑒 𝑖 Δ𝑡, 𝑡 

)
𝑒 𝑖 (6)

he negative (positive) values of 𝑮 𝒂 𝒅 𝒔 , 𝝈 can be used for wetting (non-
etting) fluids, respectively. At the fluid-solid interface, the solid is re-
arded as a phase with constant density. By carefully selecting the in-
erparticle strength for each liquid-gas and solid phases, experimentally
easured contact angle values were used as input for these studies [5] .
he calculations of 𝑮 𝒂 𝒅 𝒔 , 𝝈 were based on 

os 𝜽𝒘 = 

𝑮 𝒂 𝒅 𝒔 , 𝒏 𝒘 − 𝑮 𝒂 𝒅 𝒔 , 𝒘 

𝑮 𝒄 

𝝆𝒘 − 𝝆𝒏 𝒘 ∕ 𝒘 
2 

(7) 

here 𝝆𝒘 is the density of the wetting fluid and 𝝆𝒏 𝒘 ∕ 𝒘 is the dissolved
ensity of the nonwetting fluid in the wetting fluid [41] . It is important
o mention that the fluid-solid-interaction force exists only on the fluid-
olid interface and it does not affect the macroscopic fluid equations
42] . 

The adhesion force created by 𝑮 𝒂 𝒅 𝒔 , 𝝈 coefficients which are respon-
ible for the wettability of the surface, are added in the model in the
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Figure 2. Lattice structure of three-dimensional fifteen veloc- 

ity (D3Q15) model. 
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ame way like the external forces: 

 

𝒆 𝒒 
𝝈 = 𝒖 , + 

(
𝑭 𝒂 𝒅 𝒔 , 𝝈 + 𝑭 𝒑 , 𝝈 + 𝑭 𝒆 𝒙 𝒕 , 𝝈

)
𝝉𝝈

𝝆𝝈

(8)

he common velocity for the fluids is given by 

 

, = 

∑
𝝈 ( 
∑

𝒊 

𝒇 𝝈
𝒊 
𝒆 𝒊 

𝝉𝝈
) ∑

𝝈

𝝆𝝈

𝝉𝝈

(9)

he lattice pressure (P) at each node is calculated by the D3Q19 Shan-
hen LBM equation: [37,40] , 

 = 

1 
3 
[
𝝆𝒘 + 𝝆𝒏 𝒘 

]
+ 

1 
3 
[
𝑮 𝒄 𝝆𝒘 𝝆𝒏 𝒘 

]
(10)

Initially, we assume all the pores within the porous electrodes are
lled with air for each LBM simulation. The electrolyte flow enters
hrough the X-axis (thickness) and stops its motion when it reaches the
nd of the electrode. Periodic boundary conditions along the Y and Z
xes were applied. As already mentioned, electrolyte parameters such
s the density, contact angle with the solid phase, viscosity and sur-
ace tension (equations 1, 6 , 7 ) control the process of liquid injection
ithin the electrode porosity. In this work, we considered an electrolyte
83 
omposed of a 1M LiPF 6 solution in a 1:1 wt mixture of ethylene car-
onate (EC) and diethyl carbonate (DEC) where the input parameters
ere experimentally measured with a BP100 bubble pressure tensiome-

er (surface tension), volume-changing method (contact angle) and AR
000 rheometer (viscosity) as reported by one of the authors of the
resent article [5] . Evidently, selecting the electrolyte and active ma-
erials will alter the model’s parameters, and exploring this parameter
pace is worth studying. For instance, using an electrolyte with a higher
oncentration of salt changes its viscosity, influencing the correspond-
ng model parameters, such as kinematic viscosity (V) and ultimately
indering the electrolyte penetration process [5] . However, this system-
tic parametric study is beyond the scope of this work. Additionally, we
ust also note that other known effects that occur due to the electrolyte
lling process, such as the swelling of the binder, were not taken into
ccount in our model. 

All the input parameters and sizes of simulation boxes are given in
able 1 . The LBM simulations were carried out by using the open-source
alabos library version 1.0 [43] . Each simulation took approximately
rom two to ten days, depending on the simulated system size. The sim-
lations were performed using a laboratory server with 256 Gigabytes
f RAM. 
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Table 1 

Simulation inputs and geometry sizes. 

Parameter Lattice value Physical value 

AM 96%-CBD 4% Porosity 25% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% Porosity 30% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% Porosity 35% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% Porosity 40% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% Porosity 45% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% Porosity 50% 100 × 100 × 100 voxels 50 × 50 × 50 μm 

3 

AM 96%-CBD 4% un-calendered tomography 100 × 100 × 75 voxels 100 × 100 × 75 μm 

3 

AM 96%-CBD 4% calendered tomography 100 × 100 × 75 voxels 100 × 100 × 75 μm 

3 

AM 96%-CBD 4% un-calendered CGMD 107 × 107 × 603 voxels 107 × 107 × 60.3 μm 

3 

AM 96%-CBD 4% calendered CGMD + DEM 107 × 107 × 474 voxels 107 × 107 × 474 μm 

3 

Celgard 2500 100 × 100 × 25 voxels 100 × 100 × 25 μm 

3 

Graphite 95%-CBD 5% 100 × 100 × 50 voxels 100 × 100 × 50 μm 

3 

Electrolyte density 10 1300 𝒌 𝒈 
𝒎 3 

Gas density 1 1.18 𝒌 𝒈 
𝒎 3 

( [63] ) 

Contact angle 0.357/1.643 90 ◦ [5] 

Surface force (gas-liquid) 0.1 7 . 28 × 10 −2 ( [5] ) 

𝒕 0 1 lu 1 × 10 −6 𝒔 
Reynolds number 10 − 3 10 − 3 ( [5] ) 

Capillary number 10 − 5 10 − 5 ( [5] ) 
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Table 2 

Tortuosity for stochastic electrodes with different porosities. 

Porosity 25% 30% 35% 40% 45% 50% 

𝝉𝑮 𝒆 𝒐 𝒅 𝒊 𝒄 𝒕 2.20 1.90 1.70 1.53 1.48 1.36 

o  

i  

[
 

w  

t  

t  

o  

h  

p  

t  

e  

i  

i  

O  

p  

1  

s  

f  

t  

c  

t  

p  

i  

a  

s  

d  

s  

f  

a  

w  

a  

t  

e  

s  

e  
The PoroDict library (within GeoDict) was used to identify the 3D
ore network. Pore space segmentation is done using the watershed
lgorithm [44] . It is known that the surface roughness on the images
enerally induces over-segmentation in watershed-based methods and
any approaches exist to solve it [45-48] . In GeoDict, this is overcame

y reconnecting the overly segmented pore-fragments back into a single
ore, only if the shared interface percentage between the different pore
ragments is larger than a chosen value. This interface threshold value
s carefully selected so that the resultant pore sizes are not excessively
arge with respect to the original structure but are not overly segmented
ither. Once the pore space is labeled, we calculated the equivalent vol-
me sphere’s diameter for each pore and arranged them in a histogram.
he histogram is further normalized to account for the non-uniform se-

ection of the number of histogram bins. 
In order to import the LBM simulated electrodes into the electro-

hemical models, the NMC and CBD phases must be separated, as in
he LBM workflow both phases are considered as one single solid. For
he electrochemical model we used one of the tomography electrodes
see below), and CBD and NMC phases were attained by transforming
art of the solid into CBD regions using the same stochastic algorithm
entioned above. 

COMSOL Multiphysics environment was used to run electrochemical
mpedance spectroscopy (EIS) and galvanostatic discharge simulations.
he ‘Batteries & Fuel Cells’ module for the discharge simulations and the

Batteries & Fuel Cells’ and the ‘Transport of Diluted species’ modules
or EIS were implemented for the calculations [34] . The designs of the
odels and input parameters are identical to our previous reported pa-
ers [34,49] , . The tests were performed using an Intel® Xeon® E5-4627
ache @ 3.30 GHz with 264 GB of RAM. The discharge simulations took
etween 5 and 9 hours and the EIS tests 14 to 20 hours. Paraview, an
pen-source data analysis and visualization application, was utilized for
he visualization of the data [50] . 

The tortuosity factors were extracted by using GeoDict computa-
ional software. The first Fick’s law and the MacMullin equation were
pplied to calculate the tortuosity factors. EIS tortuosity factors were
alculated through the graphical method proposed by Landesfeind et al .
51-52] . 

. Results and discussions 

.1. Stochastically generated electrodes 

Five cathode electrodes with different stochastic mesostructures and
ifferent porosities were generated to study the mesostructure effect
84 
n the electrolyte penetration. As expected, by reducing the poros-
ty, the tortuosity factor ( 𝝉𝑮 𝒆 𝒐 𝑫 𝒊 𝒄 𝒕 ) increases, as reported in Table 2
28] . 

Figure 3 A shows the saturation curves for these mesostructures,
here the saturation was quantified using the electrolyte volume ratio to

he electrode’s pore volume. All the cases display a profile with asymp-
otic growth, where saturation increases very fast at the early stages
f impregnation. After a certain point, the gradient decreases and the
igher the porosity, the faster the electrolyte penetrates through the
orous mesostructure. Furthermore, the slope in the fast growth region
ends to be smaller as the porosity decreases. The saturation curves for
lectrodes with porosities equal to 50% and 45% tend to rise monoton-
cally and reach its maximum saturation before the other ones, indicat-
ng that the pore network is well connected and with less clogged areas.
n the other hand, the impregnation for the mesostructures with 25%
orosity displays slow electrolyte imbibition and reaches saturation at
.5 × 10 5 lu ( Figure 3 A). The saturation curves derivatives, which de-
cribe the rate of electrolyte filling, are given in Figure 3 B. It is clear
rom the figure that saturation rate tends to decrease with time for all
he mesostructures, since the possible paths for fluid flow start to de-
line. The magnitude of the change in the rate is more significant for
he electrodes with higher porosity (40% or higher). When electrode
orosity is low, generally, the rate at which the electrolyte penetrates
s monotone because the possible paths for fluid flow are limited. Over-
ll, the graph clarifies that the rate of saturation is proportional to the
tructure’s porosity. Figures 3 C and 3 D represent the outgoing air at
ifferent time steps for the electrodes with 50% and 25% porosity, re-
pectively. It further illustrates that the gas escape rate is much faster
or the electrode with higher porosity. At 2 × 10 4 lu, all the electrode is
lready impregnated for the structure with 50 % porosity ( Figure 3 C),
hile for the one with 25 % porosity ( Figure 3 D), more than half of the
ir remained in the structure at that time step. We can also see some air
rapped inside the electrode with 25 % porosity because there are sev-
ral clogged pores within the geometry, explaining why the electrolyte
aturation never reaches 100 %. This result confirms that decreasing the
lectrodes’ porosity increases the wetting time and its unwetted regions.
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Figure 3. (A) Saturation profile of liquid electrolyte in 

the cathode with various porosities; (B) the first deriva- 

tive of the saturation profile of liquid electrolyte in the 

cathode with various porosities; (C) the air output flow 

process (in purple) for the electrode with 50% porosity 

and (D) for the electrode with 25% porosity, at differ- 

ent time steps. 

Table 3 

Porosity and Tortuosity factor for the uncalendered and calendered NMC111 

tomography-derived electrodes. 

Uncalendered 

tomography 

Calendered 

tomography 

Uncalendered 

CGMD 

Calendered 

CGMD + DEM 

Porosity 48% 25% 41.6% 27.2% 

𝝉𝑮 𝒆 𝒐 𝒅 𝒊 𝒄 𝒕 1.53 2.89 1.53 1.92 

3
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.2. Calendering effect 

Usually, electrodes are calendered to maximize volumetric power
nd energy density. The calendering step changes the electrode’s poros-
ty, along with its pore size distribution and pore network [46,53] , . How-
ver, this increased compactness of calendered electrodes might cause
ncomplete electrolyte wetting. Therefore, in this subsection, the ob-
ective is to study the calendering effect over the electrolyte filling on
MC111-based cathodes, obtained through both micro X-ray tomogra-
hy and CGMD + DEM based simulations. 

Table 3 shows the calculated tortuosity factors and porosities for all
lectrodes used in this subsection. The tortuosity factor increases from
.53 to 2.89 and porosity decreases from 48 % to 25 % upon calen-
aring for tomography NMC cathodes. The same trend can be seen for
85 
GMD + DEM-derived electrodes, where tortuosity changed from 1.53
o 1.92 and porosity decreased from 41.6 % to 27.2 %. The negative
orrelation between porosity and tortuosity factor is expected because
lectrode compaction leads to pores in general to a decrease of the pores
nterconnectivity [54] . 

During the calendering step, the applied force leads to a change in
ores size distribution (PSD) within the electrode, which is shown in
igure 4 A for the NMC-based cathodes. After the calendering step, the
ean pore size was reduced from 15 𝜇m to 5 𝜇m. The same behavior

an be seen for CGMD/CGMD+DEM electrodes ( Figure 4 B), where the
ean pore size decreased from 8 𝜇m to 4 𝜇m. 

The uncalendered tomography electrode saturation curve
 Figure 4 C) increases rapidly because of more extended penetra-
ion paths and larger pore sizes, as demonstrated in Figure 4 A. On the
ontrary, the wetting process rate for the calendered tomography one
s reduced significantly and it never reaches 100% pore saturation,
ndicating dead pore zones with trapped air. Figure 4 D presents the
espective saturation curves for uncalendered CGMD and calendered
GMD + DEM electrodes. Equivalently, the saturation is faster for
he uncalendered CGMD compared to calendered CGMD + DEM. The
ifference comes from its higher porosity, lower tortuosity ( Table 3 ),
nd higher pore size distributions ( Figure 4 B). As discussed above,
igher porosity and PSD cause a better pore network connectivity,
hich opens a broad path for fluid flow. The saturation reaches it is
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Figure 4. (A) Normalized pore size distribution for uncalen- 

dered and calendered tomography NMC 94% - CBD 6%. (B) 

Normalized pore size distribution for uncalendered and calen- 

dered CGMD + DEM. (C) Saturation profile and the first deriva- 

tive (inset) of the saturation profile of liquid electrolyte for the 

calendared and uncalendared tomography NMC 94% - CBD 6% 

electrodes (D) Saturation profile and the first derivative (inset) 

of liquid electrolyte for the calendered CGMD + DEM and un- 

calendered CGMD. 
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aximum at 0.99, and at a rate five times faster, for the uncalendered
GMD, when compared to a maximum of 0.96 for the calendered
GMD+DEM. 

The better wettability and faster saturation nature of
GMD/CGMD+DEM structures, when compared to the tomogra-
hy ones, is found on the shape of the carbon additive and binder
omain. CGMD and DEM simulations rely on the assumption that
BD has a spherical shape (due to the coarse-graining assumption in
his simulation technique), but it is known that CBD forms a highly
nisotropic phase. Due to this fact, electrodes coming from tomography
ave more geometrically intricated pores than CGMD/CGMD+DEM
lectrodes. Nevertheless, there is only a three percent difference in
aturation between calendered tomography and CGMD+DEM. The
lobal trend for both uncalendered and calendered electrodes between
GMD/CGMD+DEM and tomography cases showed the same pattern
nd are very closely allied. 

The wetting process visualization for the uncalendered and calen-
ered tomography electrodes is shown in Figure 5 A. At the beginning
f the simulation, there is a higher volume for electrolyte entrance in
he uncalendered electrode. As the impregnation proceeds, the bigger
nd well-connected pores of the uncalendered electrode allow a uniform
86 
lling, as it can be seen in the almost plane cross-section electrolyte dif-
usion direction. The LBM simulations demonstrate the electrolyte oc-
upies large pores first, which means the capillary forces, which result
rom the pressure difference between electrolyte and air phases, domi-
ate the flow. The electrolyte chooses a preferential flow path within the
D structure depending on local resistance forces. As a result, the flow is
lways directed towards a larger pore within the available options. Un-
alendered electrode has higher PSD and higher porosity with all the big
ores well connected to each other. Consequently, fluid flow is homoge-
ous and fast as represented in Figure 5 A. The calendered electrode with
ts smaller and less connected pores exhibits a non-uniform filling. 

This is validated by the air flow in Figure 5 B, where air output flow
s represented at different time steps for uncalendered and calendared
omography electrodes. It is easy to see the consistent homogenous air-
ow across all time steps for the uncalendered electrode. Also, at the
nd of the simulation, there is almost no air trapped within the porous
tructure. On the contrary, air outflow is heterogenous and slower for
he calendered electrode, and there are many air trapped volumes when
imulation reaches convergence point. To better understand the nature
f the un-filled pores, the geometrical analysis of the calendered elec-
rode pores is performed with our INNOV application [53] . The study
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Figure 5. (A) The wetting (red) process visualization for the 

uncalendered and calendered tomography electrodes (NMC 

94% - CBD 6%) (blue) at different time steps; (B) the gaseous 

air (purple) in uncalendered and calendered tomography elec- 

trodes (NMC 94% - CBD 6%) electrode at different time steps. 
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eveals the volume fraction of geometrically blocked pores equal to 5%
f total volume and it is mostly responsible for creating unwetted zones.

To better understand the impact of the PSD on the electrolyte im-
regnation process, the pores were split into three groups: big, medium,
nd small. Each group corresponds to one-third of the total pore volume.
igures 6 A and B present the saturation curves for each pore group for
he tomography uncalendered and calendered electrodes. For the for-
er, big and medium pores show almost the same slope. On the other

ide, the saturation rate is slower for the small pores, and it does not
each its maximum, indicating that all the geometrically isolated un-
etted pores come from this group. In the case of the calendered to-
ography electrode, the saturation rate for all the groups decreased,

ompared to the uncalendered electrode, and none of them reached its
aximum. 

Like tomography-derived electrodes, all big pores in the
GMD/CGMD+DEM-based ones ( Figures 6 C and D) reached 100%
aturation and the small pores have the lowest maximum saturation for
oth electrodes. We note also in Figure 6 C, contrary to the Figures 6 A,
 B and 6 D, that the medium-pores group shows higher saturation
ate compared to the big-pores one. We know that the electrolyte
enetration rate depends on the porosity, tortuosity factor and pore
87 
ize distribution of the electrode. The data shown in Table 3 shows
hat the uncalendered tomography ( Figure 6 A) and CGMD ( Figure 6 C)
lectrodes’ porosity and tortuosity factors are almost similar. How-
ver, we hypothesize that this phenomenon’s origin is related to the
lectrode’s discontinuous pore network organization [55] . Along the
hickness of the CGMD electrode, the three groups’ population is not
omogeneous, which leads to different groups dominating fluid flow
cross different portions along the thickness. We think that the fluid
nlet is mainly populated with big pores, which leads to an increment
f saturation at the early stage. When electrolyte reaches some depth
n the electrode where pores with big size might be absent, flow is
ominated by other groups. Even though average electrode properties
re the same for both uncalendered tomography and uncalendered
GMD, their respective pore networks are not the same, which may
xplain the counter-intuitive behavior of Figure 6 C [56] . 

As discussed above, the calendering step decreases the electrode
orosity and pore sizes, potentially creating more geometrically isolated
ores. The idea that compressing the electrode creates clogged pores
ith a small size proved itself once more. These results suggest that

alendering the electrode to gain power density would be negatively
orrelated with the electrode’s wettability which is consistent with the
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Figure 6. Saturation profiles of liquid elec- 

trolyte for the three pore groups (big, medium, 

and small) within (A) the uncalendered tomog- 

raphy electrode (NMC 94% - CBD 6%), (B) the 

the calendered tomography electrode (NMC 

94% - CBD 6%), (C) the uncalendered CGMD 

electrode and (D) the calendered CGMD + DEM 

electrode. 

Table 4 

Porosity and tortuosity factor for graphite electrode and Celgard2500 sepa- 

rator. 

Graphite Celgard2500 Uncalendered 

tomography 

Porosity 31.5% 55% 48% 

𝝉𝑮 𝒆 𝒐 𝒅 𝒊 𝒄 𝒕 1.63 1.49 1.53 
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xperimental results [10] . While the results are also in good agreement
ith intuition, our model allows providing quantitative results which
ave never been reported before, such as the correlation between sat-
ration rate, processing conditions and mesostructure. We believe that
chieving optimally performing electrodes requires solving the compro-
ise between the calendering process and the electrolyte filling step.

n short, better electronic conduction is achieved by calendering, but it
ould result in clogged and poorly connected pores that hinder the elec-
rolyte penetration. Therefore, we recognize that keeping a well con-
ected pore-network upon calendering is vital. 

.3. Electrolyte infiltration direction in full cells 

Conventionally, during LIB manufacturing process, the different
arts of the cell are assembled in a sandwich format before filling with
he electrolyte [4,57] , . Therefore, NMC111, Celgard 2500, and Graphite
lectrodes were put together to construct the full LIB format and run
BM simulations [53] . The porosities and tortuosity factors for the sep-
rator and the negative electrode are given in Table 4 . 

The saturation curves corresponding to the electrolyte inlet from two
ifferent sides of the full cell, are presented in Figure 7 A. The satura-
ion curves show several different plateaus and dynamic steps in both
ases. When the electrolyte impregnation inlet is from the NMC the cell
88 
ehaves precisely like the NMC electrode ( Figure 4 C). At around time
tep 4.5 × 10 4 lu the saturation speed increases when the electrolyte
eaches the separator ( Figure 7 B). In it, the fluid goes relatively faster be-
ause the separator has a higher porosity and a very well interconnected
orous structure, as seen in the Supporting Information (Figure S2). At
bout 5.2 × 10 4 lu, the curve trend changes again as the fluid reaches the
raphite electrode. The speed decreases drastically as the porosity of the
egative electrode is smaller compared to the separator and the positive
lectrode, reaching the convergence at around 1.2 × 10 5 lu ( Figure 7 B).
he graphite and separator structures are 100% wetted and all the un-
etted zones are coming from NMC structure due to isolated pores as
iscussed above. The same three-step behavior can be observed for the
ell setup where the electrolyte inlet is on the negative electrode. The
rigin of the three steps again comes from the microstructure and PSD
f the three different components. The electrolyte impregnation speed
s slower than in the previous case because the initial available space for
he electrolyte entrance is smaller in the graphite electrode. The path of
he electrolyte at different time steps is shown for both cells in Figures 7 C
nd 7 D. Overall, the full cell studies showed the importance of the order
f the components within the cell. Also, the initial electrolyte entrance
ocation plays a crucial role in the LIB cell overall wetting time. It is
orthy to note that electrolyte won’t penetrate through the electrode

tacks from anode to cathode or vice versa unless porous current collec-
ors are used. Nevertheless, this result shows that the starting location
f electrolyte injection can impact the overall electrolyte wetting pro-
ess. This effect is under further investigation and will be reported in
ur future publications. 

.4. In silico electrochemical performance evaluations 

In this section we study the electrolyte impregnation effect on the
lectrochemical performance of the electrode by means of continuum
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Figure 7. (A) Saturation curve for 

the NMC//Celgard//Graphite and 

Graphite//Celgard//NMC cells;; (B) the first 

derivative of the saturation profile of liquid elec- 

trolyte, the wetting (red) process’ visualization 

for (C) NMC//Celgard//Graphite (blue) and (D) 

Graphite//Celgard//NMC (blue) at different time 

steps. 
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imulations. The electrochemical model is 4D-resolved (three spatial di-
ensions and time), and it accounts for the explicit location of AM and
BD in the electrode mesostructure. It resolves the intercalation electro-
hemistry at the NMC/electrolyte interface (for the case of the discharge
imulation), the electrical double layer formation within CBD and at the
BD/electrolyte interfaces (for the case of EIS simulation), the lithium
ransport in the NMC (for the case of the discharge simulation), ionic
ransport in the electrolyte and in the CBD, electronic transport in both
MC and CBD. Related mathematical details and used parameters are
escribed in our previous publications [49,58] . The following study was
arried out for the case of the tomography-derived calendered NMC elec-
rode. 

Our 4D-resolved EIS model applied to an in silico symmetric cell setup
lready proved valuable to capture ionic and electronic resistance within
he electrode [58] . We use it here to capture the effect of unwetted
ones on the change in ionic resistance within the electrode. The sym-
etric cell consists of two identical electrodes, separated by a 12 μm

hick Celgard separator based on the SEM images from the open-source
ata of Lagadec et al. [59] Two 5 μm thick aluminum current collectors
ere added at each electrode borne, and simulations were carried out
y assuming a blocking electrolyte [60] . Figure 8 A shows the Nyquist
lots for the two cases: one assuming that all the pores are filled with
lectrolyte and another one corresponding to the wetted electrode ac-
ording to LBM results. The corresponding response can be analyzed by
ividing it into three regions. The high-frequency region ( > 10 5 Hz) is
89 
ssociated with the separator’s resistance and the electrode’s electronic
esistance [ 52 , 58 ]. As the electrode architecture was not changed during
he LBM simulation, both curves overlap in the high-frequency region
lot. On the other side, the low-frequency ( < 1Hz) region for both cases
hows an ideal 90° behavior as the electrode/electrolyte interface is ide-
lly polarizable, with constant electrical double layer capacitance [61] .
sually, the slopping mid-frequency (1-10 5 Hz) region represents elec-

rolyte ionic resistance within the porous electrode [58] , [52] . It can be
een that the length of the mid-frequency slope increases for the elec-
rode with unwetted zones. This phenomenon’s origin is that the ions
ave to take a longer path for the electrode with unwetted zones, as
llustrated schematically in Figure 9 . Moreover, the length of the slope
irectly links to the EIS tortuosity factor ( 𝝉𝑬 𝑰 𝑺 ) [52] . Calculated tortu-
sity factors from the EIS ( 𝝉𝑬 𝑰 𝑺 ) are shown in Table 5 . 

The discharge curves for both electrodes at C/20 are reported in
igure 8 B. The post-LBM electrode displays a lower specific capacity
han the one entirely filled with electrolyte. This behavior is expected
ince it has been shown earlier that the unwetted zones will hinder the
ransport of ions and reduce the active surface area where Li + can in-
ercalate (see Figure 9 ). The inset in Figure 8 B represents the relative
mount of intercalated Li in the AM at the surface in contact with un-
etted areas to further prove the latter. In the post-LBM electrode case,

his surface will be inactive and the only way Li can access these re-
ions will be by diffusion through the AM. In the other case, Li + will
ntercalate at this surface, hence a higher lithiation state for the 100
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Figure 8. Simulated EIS and discharge models for the calendered tomography NMC 96% - CBD 4% electrode filled with 100% electrolyte and post LBM electrolyte 

infiltration simulation (A) Nyquist plots in the symmetric cell configuration, (B) Discharge curves at C/20 for the LBM output and the 100% filled electrode (the inset 

shows the average lithiation state of the AM surface in contact with the unfilled void at the end of discharge, -red- in comparison with the fully infiltrated electrode 

case -blue-). 

Figure 9. Schematics of ionic paths during the 

simulation of the electrochemical response (EIS 

or discharge) of the calendered tomography 

NMC 96% - CBD 4% electrodes for the case 

where the electrolyte does not fully fill the 

pores as calculated by the LBM for (A). The case 

where electrolyte is assumed to fill all the pores 

of the electrode is shown in (B). Blue colour 

represents the electrolyte while brown colours 

represents the CBD. 

Table 5 

Ionic resistances (R ion ) of the electrolyte within the porous electrode and asso- 

ciated tortuosity factors ( 𝝉𝑬 𝑰 𝑺 ) calculated according to the Transmission Line 

Model proposed by Landesfeind et al. [52] 

R ion ( Ω m 

2 ) a 𝝉𝑬 𝑰 𝑺 
b 

100% filled with electrolyte 0.014 2.02 

Post LBM simulations 0.0162 2.36 

a Obtained from the graphical interpolation of the high-to-mid frequency 

region on the EI spectra. b EIS-derived tortuosity obtained through the 

graphical method according to Landesfeind et al. 
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 filled with electrolyte electrode compared to the post-LBM electrode
ase (100% and 64.7%, respectively). These heterogeneities in Li inter-
alation arising from the electrode filling will cause the electrode to have
teeper Li concentration gradients, hence a higher polarization and a
oss in capacity [49] . The combination of the two electrochemical mod-
ls allowed us to characterize the wetting degree’s impact thoroughly.
he results demonstrated that the dry electrode mesostructure is not the
nly impactful parameter, but its degree of wettability is also crucial in
ts overall electrochemical performance. 

. Conclusion 

A novel three-dimensional LBM was developed to simulate elec-
rolyte filling in different LIB cathode mesostructures and full cells.
he LBM simulates unsteady fluid flow and two-phase (electrolyte
90 
nd air) interface evolution during the electrolyte passage through
he mesostructures. This model allowed us to visualize the elec-
rolyte penetration and to characterize in depth the wettability process.
he electrodes from three different sources (stochastic, tomography,
GMD/DEM) were used in this simulation study. 

The results indicate that porous electrodes’ wettability is strongly
inked to their porosity, pore size distribution, tortuosity factor and pore
etwork organization. Also, the effect of calendering on the wettability
s found to be very significant. The studies further revealed that the
eometrically isolated pores play a major role in electrodes’ poor wetta-
ility. The full cell setup investigations demonstrated that the degree of
lectrolyte penetration in each electrode also strongly depends on the
nitial electrolyte droplets’ location. An extension of this study to other
etup configurations is currently carried out by our group, which may
ive accurate suggestions as to where to set the initial electrolyte inlet
or optimal filling. Also, electrochemical simulations were performed to
ssess the effect of wettability on the positive electrode’s overall perfor-
ance. These simulations show that poor wettability leads to increased

onic resistance and inhomogeneous lithium intercalation, resulting in a
ower capacity vs. the case where the electrolyte is supposed to fully fill
he electrode pores, as typically assumed in many performance math-
matical models in the literature. The simulation tool reported in this
ork will be integrated in the overall computational workflow of our
RTISTIC project simulating all the steps of the LIB electrode manu-

acturing process, including the electrode slurry, the coating, the dry-
ng, the calendering, the electrolyte infiltration and the resulting elec-
rochemical performance [62] . 
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omenclature 

Mathematical notations and list of symbols 

𝑓 𝑖 ( 𝒙 , 𝒕 ) Distribution 

function of the 

fluid 

component 

𝒙 Lattice location 

𝒕 Traveling time 

Δ𝒕 Discrete time 

step 

𝒊 𝒊 th direction 

𝒆 𝒊 Lattice velocity 

vector 

𝝉 Relaxation 

time 

𝒖 𝒆 𝒒 Macroscopic 

velocity 

𝒆 𝒊 Discrete 

velocities 

𝑭 𝒆 𝒙 𝒕 External force 

𝝆 Fluid density 

𝝆𝒘 Density of the 

wetting fluid 

𝒘 𝒊 Weight of each 

discrete 

velocity 𝒊 

𝒄 𝒔 Speed of sound 

V Kinematic 

viscosity 

𝒗 𝒏 ( 𝒆 𝒒 ) Equilibrium 

velocity 

𝑭 𝒏 Total 

interaction 

force for fluid 

n 

𝑮 𝒄 Interparticle 

strength 

𝑮 𝒂 𝒅 𝒔 , 𝝈 Fluid-solid 

interparticle 

strength 

𝑷 Lattice 

pressure 
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