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Dear users and friends

The new version of our annual report, the BESSY Highlights, including a CD covering all the
activities and publications for the year is now published for the second year. We were
overwhelmed by the positive feedback on our first Highlights edition which ran out of print only after
6 months, and we feel encouraged to keep on informing you in this new style.

Last year witnessed a novelty for synchrotron radiation sources around the world — the generation
of stable, broadband THz-radiation and its application in a unique experiment at BESSY. This
achievement is a result of three years development on accelerator operation and beamline
construction thus expanding the use of SR beyond the far-infrared into the THz gap.

Together with eight other large scale research projects, the BESSY soft X-ray FEL has been
evaluated by the German Science Council (Wissenschaftsrat). Our scientific case has been
awarded a rating of “excellent” and at the forefront of international research. We are encouraged to
complete the technical design as planned by the end of 2003.

The traditional users meeting in the beginning of December with some 250 participants, 100
posters and a large industrial exhibition was preceeded by an FEL-workshop focusing on
experiments and beamline development. During the user meeting Fabrice Wilhelm (FU Berlin) and
Tobias Lau (Universitdt Hamburg) were awarded the “Ernst-Eckhard-Koch” Prize and Ralf
Roéhlsberger (Universitét Rostock) received the BESSY Innovation Prize for his “Nuclear
Lighthouse Effect”.

In 2002, user services were improved substantially. Starting in August, BESSY now offers 24 hours
user support for the more than 40 beamlines in operation. We are progressing in improving on
laboratory facilities. To keep pace with the growing user community, a new guest house is now
under construction and will be ready for occupancy by end of the year. User access to the
experimental hall has been significantly simplified with the construction of cages around the first
mirror boxes to the beamlines: The radiation safety authorities approved an almost complete
elimination of the control area in the experimental hall.

With the operational beamlines of the Protein Structure Factory, biology is becoming a more
important research field at BESSY, offering already six experimental stations with several more to
come. Two additional members from this community have been appointed to the beamtime
committee to account for the raising numbers of biological proposals.

BESSY again has been a magnet for many visitors throughout the year with prominent guests such
as the King and Queen of Jordan and the President of Malaysia. Events from "breakfast lectures”
to art exhibitions have caught visitor interest. At the “Lange Nacht der Wissenschaft” about 6,000
people took the opportunity to obtain an inside view of the goings on here. BESSY was for a
second time in sequence the institution with the largest number of visitors.



The successful operation and further development of BESSY would not be possible without the
excellent work of our users and the enthusiasm and competence of our staff. We would like to
thank all people involved for their dedication and our funding agencies for their support.

Enjoy reading the Highlights

The BESSY Board of directors
Berlin, February 2003



Sensor Chips for Measuring the Antioxidative Capacity of Polydispersive

Systems like Novel Food Products and Beauty Treatment

T. Wegwerth, B. Lochel, BESSYmbH, Albert-Einstein-Str.15, 12489 Berlin

O. Pulz, E. Kurth, Institut fiir Getreideverarbeitung, Arthur-Scheunert-Allee 40/41; 14558
Bergholz-Rehbriicke

F. Lisdat, Uni Potsdam, Institut fiir Biochemie und Biologie, PF 601553, 14415 Potsdam
H.-J. Just, H. Adamzig, Elektronik Bauelemente GmbH, Darf3er Bogen 19, 13156 Berlin
W. Berthold, EKF-Diagnostic GmbH, Ebendorfer Chaussee 3, 39179 Barleben

H. Pfeiffer, Bio Sensor Technologie, Buchholzer Str. 55-61, 134156 Berlin

Introduction

BESSY is partner in the BMBF InnoRegio project “Measurement of the antioxidative capacity
of polydispersive systems like novel food products and beauty treatment”. It is planned to fabri-
cate a bio chip in co-operation with the other project partners. Main part of the chip is a fluidic
system. This system contains channels of different form and length. One of the access channels
is widened to a chamber and includes the reservoir of the oxidase, a component of the bio-
chemical reaction that should take palace at the chip. Via the second channel the sample (anti-
oxidase) is applied. Both channels merge in a mixer. After leaving the mixer the liquids will
pass a measurement chamber containing special electrodes for the detection. A final waste drain
connects the measurement chamber with the outer supply system.

The optimisation of the bio chip and its components was planned to be a three cycle process.
All work for generating the fluidic system on the chip will be done at the BESSY Application
Center for Microengineering in Berlin.

Design and Fabrication

The fundamental chip design was defined in a discussion with the project partners. Following

basic approach was fixed:

e the volume mixer should be spherical

e the feeding in of the antioxidases and the oxidase shall be realised via channels

e into the feeding in of the flowing medium (DiMethylSulfOxid) there should be a reservoir
to activate it

the detector chamber should be placed close behind the mixer

the detector chamber should contain a cavity for mounting the electrode chip

the electrode chip should be fabricated in thick layer technology

the material of the carrier should be PMMA (high chemical resistance for DMSO)

First prototyps of the bio chip should be realised by precise cutting. Later versions will then be
fabricated by LIGA techniques. The first version of the chip consists of two parts, a base plate
and a cover part. Both were realised in PMMA. Outer dimensions of the plates are 23 x 54 x 5
mm. A three dimensional view of the chip is given in fig. 1.

The cover plate contains a cavity for the xanthine oxidase (XOD), which generates peroxide
ions, and the electrode-chip. Silicone sealing material is used to prevent leakage from the chan-
nels and chambers. The drawing in fig. 2a gives details for the cavities in the cover part of the
bio chip. The two drill holes are necessary for mounting the cover part and the basic plate of the
chip precisely. The realised channel diameter for the prototype is 0.7 mm.
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Figure 1: Principle assembly of the AO chip

The base plate of the chip contains the same channels and cavities as the cover part but as an
inverted version.
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Figure 2: First layout of the AO-chip-design (a cover part, b base plate)

The fabrication of both plastic parts of the chip were realised by precision milling at BESSY's
Application Center. After milling both parts of the chip were measured with the co-ordinates
measuring system and the results were used for a redesign.

In the next step the two parts were bonded with special glue. For better alignment two pins were
used for mechanical guidance.

Two different glues, UV sensitive glue (Viralit 1505) and silicone glue (DL 3145 RTV Silicon

+ Primer 1200 DS), were tested for mounting. Only the silicone based glue met the process re-
quirements



Figure 3: Wireframe graphics of the AO-chip

For leakage tests a chip was completely mounted (see fig 4). The separate electrode chip was
built in and sealed with silicone. The cavity for the XOD chip was closed by a silicone plug and
the fluid was fed via cannulas.

The chip was found leak proof. Some problems occurred with the electrode chip. Its outer di-
mension did not fit into the opening of the base plate. The problem could easily be overcome by
adapting the opening for the chip to the chip size.

A second problem was caused by the glue applied for mounting. Small amounts of permeated
glue blocked the channels. In order to prevent this effect, small additional trenches beside the
channels were introduced into the design and realised. Now permeated glue fills up the trenches
before entering the channels.

Figure 4: Completly mounted AO-chip

Conclusion and outlook

A first version (prototyp) of a fluidic system for a bio chip was realised using precision cutting.
The two parts of the chip were assembled and stuck by special glue in order to meet the de-
mands concerning leakage, adhesive strength, and chemical resistance. Presently first investiga-
tions for testing the electrochemical properties of the chip take place at the University of



Potsdam. Furthermore the properties of the liquid system will be checked and on the base of
these results a redesign for the chip is planned.



Fresnell Lenses for Synchrotron Radiation

A. Firsov, I. Wichert, BESSY Anwenderzentrum Mikrotechnik, Albert-Einstein-Strasse 15, 12489
Berlin

The challenge to develop electron beam lithography at BESSY is connected with a need to have
various diffractive structures — gratings, focusing elements (zone plates, Bragg-Fresnell elements),
X-ray holograms, test objects, gauges of X-ray position and so on available for scientific
investigations at BESSY. Since the start-up of the BESSY Application Center for Microengineering
in October 2001, technical requirements can be fulfilled and processes are installed.

As a lithographic tool a scanning electron microscope LEO1560 equipped with an image pattern
generator and a software package of the Interface Ltd., Moscow is available.

At the beginning of our investigations the development was focused on the fabrication of focusing
elements for “soft” X-ray radiation.

E-beam writing.

l PMMA

Si3N4 membrane 100 nm thick.

Si frame.

Wet chemical development.
PMMA

Si3N4 membrane 100 nm thick.

Si frame.

Figure 1: Flow chart for the fabrication of diffractive elements

In figure 1 a sequence of technological steps for the fabrication of such elements is depicted. The
electron beam sensitive resist itself is used as a phase shifting material for the diffractive elements.
Figures 2a and 2b show SEM pictures of focusing elements designed to focus a radiation of 786 eV
energy. The diameter of this lens is 625 pm and size of the last zone 0.24 micron.
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Figure 2a: Pattern structure of a Fresnell lens
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Figure 2b: Detailed view of Fresnell patterns showing lines and spaces

One of the future projects carried out at BESSY, is the creation of holograms for “hard” X-ray
radiation lithography. Such holograms can be created at a surface of a silicon substrate and are
under preparation for 8 keV and 10 ke. As phase shifting material gold patterns with a thickness of
0.12 um were used. In figure 3 fragments of such a hologram are depicted. The hologram itself has
a dimension of 961 pm by 239 pm and minimal pattern size of 0.3 pm.
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Figure 3: Gold patterns of X-ray hologram for 8 keV radiation

It is planned for the future to equip an electron microscope with a laser interferometer stage. The
new stage will allow to fabricate diffractive elements with large apertures like Bragg-Fresnel lenses
for microfluorescence analysis and diffraction gratings.



Continuous Operation of the 4 T Wave Length Shifter — Fabrication of
Extreme High Micro Patterns

H.U. Scheunemann, H. Kohrich, A. Barth, A. Firsov, B. Lochel
BESSY GmbH, Anwenderzentrum Mikrotechnik, Albert-Einstein-Strasse 15, 12489 Berlin

Presently at BESSY two of the beamlines are under operation for X-ray lithography. They are
designed for different applications. One of them is connected with a standard bending magnet
(1.3T) and is in use for standard deep X-ray lithography (Resist deep: PMMA 0.6 mm, SU 8 2
mm).

The second one offers the possibility of multiple use. It is connected with a straight section of
the BESSY store ring. This section is equipped with a wave length shifter (WLS) and
correction magnets. Typically, the WLS will be operated at a magnetic field of 4Tesla. Due to
the higher magnetic field of 4Tesla the critical photon energy is shifted to 7.7 keV compared
to a standard BESSY dipole magnet with 2.5 keV. This configuration is mainly used for ultra
deep X-ray lithography (UDXRL) for resist thickness up to 1 cm (PMMA).

Beside the UDXRL mode the same beamline can also be used in a soft radiation mode. For
this mode only the correction magnets (~0.4T) of the WLS (steerer magnets) will be switched
on while the WLS magnet is switched off. For this soft operation mode the critical photon
energy is 0.8 keV. The light generated from steerer magnets is best qualified for high
precession patterning of thin resist layers < 100 um and will be used especially for masks
copying.

Both beamlines are provided with two beryllium windows of 200 pum thickness in all. These
windows separate regions of different vacuum conditions and are transparent for photons of
higher energy (> 1.5 keV) only. Beryllium absorbs low energy photons which do not
contribute to the resist exposure but charge mask and sample thermally.

Different spectral intensity distributions are shown in figures 1 and 2 for different running
modes. The high intensity of the soft mode is due to the contribution of effective 3 steerer
magnets as sources. Figure 1 show the "pure" spectral distributions without any window. The
beryllium windows influence the spectral composition and decrease the contribution of low
energy photons (fig.2).
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The normal and soft operation mode was installed in 1999 and was available since this time,
while the test of the WLS mode started in November 2002.

At the beginning of our investigations we measured the laterally intensity profile of the X-ray
beam in the exposure chamber at the end of the beamline. This measurements were performed
with an X-ray sensitive diode mounted at an xy-table. In figure 3 and 4 the lateral intensity
distribution over the beam is depicted. The integration of the measured intensity distribution
in vertical direction with regard to the beam width (horizontal direction) shows a very
homogeneous character (fig. 5). In an area of 85 mm the homogeneity is better than +2%. The
measurement was done at low beam current (< 20 mA).

This integration of the intensity distribution complies with the situation during the scanning of
a sample through a synchrotron beam while exposing.

Beam Profile BESSY WLS 4T
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Figure 3: Intensity profile of the WLS beamline
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Figure 4: Contour lines of the intensity Figure 5: Vertical integrated intensity
profile of the WLS beamline distribution of the WLS 4T

In table 1 the variable offer for using BESSY synchrotron light for X-ray lithography
exposures is outlined.



The exposure times per 1 cm height vary between 1 min for the high sensitive resist SU-8 up
to 2 ' h for the low sensitive PMMA by using the normal bending magnet respectively the
WLS 4T. Due to the extreme high, structures (> 2 mm) are only used for special applications.
When using the WLS for patterning extreme thick PMMA layers, exposure times shorten and
the acceptance of the process will increase. Calculated exposure times for the different
exposure modes offered at the BESSY lithography beamlines are given in figure 6.
Using these variable modes, different types of resist with varying thickness can be exposed
under tailored conditions in reasonable exposure times.

Table 1: Options for use of the BESSY lithography beamlines

Mode Device | Magn. | Beamline Application Resist Thickness | Exposure
Field Time (ca.)
PMMA |~ 30 um 15 min/cm
SOFT Steerer ~04T|ID 06 SXRL | Mask Copy
PMMA |<100 pm | 40 min/cm
PMMA |<600 pm | 45 min/cm
NORMAL | Dipol 1.3T|DI06 1A |DXRL [ Standard Application
SU 8 <2 mm 1 min/cm
PMMA |> Ilmm 15 min/cm
DEEP WLS 4T|ID 06 UDXRL | Special Application
PMMA |<10 mm 2 2 h/cm
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Figure 6:

Resist Thickness [um]

Exposure Time at BESSY facilities for different sensitive resist material




First test exposures using 2 mm and 4.5 mm PMMA resist have been carried out at the WLS
beamline (figure 7 and 8). Preliminary inspection proved excellent pattern fidelity and steep
side walls.

Comprising present results one can say that the WLS beamline, now available at BESSY, is
an unique tool for soft and hard X-ray exposure. This beamline expends BESSY's service
activities for LIGA technique towards ultra-high and ultra-precise microstructure fabrication.

Figure 7:Micro gears made by Ultra Deep X-  Figure 8: Part of a micro gear, PMMA 2 mm
Ray Lithographie (UXRL) produced high
with the BESSY 4Tesla Wave Length
Shifter (WLS) height 2 mm, diameter
2 mm



Fabrication of Masks for Deep X-ray Lithography at BESSY

LINKE JIAN, MARTIN BEDNARZIK, HEINZ-ULRICH SCHEUNEMANN, DANIEL SCHONDELMAIER,
INGRID WICHERT, ALEXANDRE FIRSOV, IVO RUDOLPH, BERND LOECHEL
BESSY GmbH, Anwenderzentrum Mikrotechnik, Albert-Einstein-Strasse 15, 12489 Berlin

The mask fabrication is the key technology in the fabrication of HARMS through X-ray
lithography. Mask membrane for X-ray lithography may include polyimide, diamond, silicon
carbide, silicon nitride, boron nitride, silicon, titanium, graphite or beryllium. Various mask
fabrication techniques based on different membrane materials have been developed for LIGA
technology [1]. For these different membrane materials, titanium and silicon compound
membranes are just a few micrometers and have a high X-ray transparency but are expensive
and difficult to handle. Beryllium is the most favorable material due to the high X-ray
transparency but the potential toxicity is a limitation. At BESSY, we have developed the
technologies which use the graphite, glass carbon or glass as the membrane material to
fabricate the X-ray masks [2].

The specifications are:

Mask size: 4 inch diameter, similar to 4 inch silicon wafer.
Design area: 80 mm diameter.

Minimum feature size: 5-10 microns.

Membrane materials: 150 or 200 um graphite or 30 um glass
Gold thickness: up to 35 um

4 inch support ring

The process of the x-ray mask includes the following steps, as shown in Figure 1.
1. Optical Lithography
In this step, the designed microstructures pattern on an optical mask are transferred to a
thick resist layer by optical lithography. SU-8, a negative resist, is used for the fabrication of
x-ray masks. Thick resist layers up to 50 um are applied on the graphite or glass membranes.
The resist layers are patterned by use an optical mask and UV aligner. Development is carried
out by immersion into SU-8 developer.
2. Gold Electroforming
A gold electroplating solution, BTD200, from OMI Ethone, is used to electroform gold on
the patterned graphite membranes. The growth rate of gold is approximately 10 -15 pm/hr.
3. Mask Mounting
After electroforming, the mask is mounted on the 4 inch steel support ring. The SU-8 layer
can be simply left in place and will not affect the irradiation process significantly.

Optical Mask

m -

Mask membrane




Thick resist \A

Electroplated gold

Mask membrane

Support
Ring

Figure 1 Main process steps for the production of an x-ray mask

Masks fabricated with graphite substrate as membrane include (Figure 2), Micro Motion
project; Mold-LIGA project; Optic Bench project; Test pattern masks.

MicroMotion project Mold-LIGA project

Optic Bench project

Test pattern
Figure 2 Examples of x-ray masks made in BESSY-- Graphite membrane X-ray masks



Masks fabrication process with thin glass as membrane has been developing, masks from
MicroMotion project, Mold-LIGA project, Optic Bench project, and Test pattern masks have
been made in BESSY (Figure 3, Figure 4).The optic transparency of glass membrane provides
the advantage in making X-ray masks with alignment marks (Figure 4), especially with
conductive and transparent ITO film as plating base (Figure 5).

MiMo project Mold-LIGA project

Optic Bench project Test pattern
Figure 3 Examples of x-ray masks made in BESSY -- Glass membrane X-ray masks

Figure 4 Glass membrane supported by glass ring, the Figure 5 Gold plating on glass substrate with ITO
two optic transparency windows for alignment marks as plating base



For these three different membrane X-ray masks, graphite membrane mask is cost-effective
and easy handle in fabrication[3] but the high roughness on sidewall of the patterned resist
structures limited its application in high precision structures; glass carbon membrane has not
only the same advantages as graphite but also overcome the disadvantage regard of the
roughness on sidewall of the resist structures; glass membrane is thin and fragile and difficult
handle, but its optic transparency provides the advantage in making X-ray masks with
alignment marks, especially with conductive and transparent ITO film as plating base.

Reference

1.  Yohannes M. Desta, Bernd Loechel, Overview on X-ray Mask Fabrication for HARMST, HAMST’03, Monterey,
California, USA

2. Linke Jian, Martin Bednarzik, Heinz-Ulrich Scheunemann, Daniel Schondelmaier, Ingrid Wichert, Alexandre
Firsov, Ivo Rudolph, Bernd Loechel, Improvement in Cost-Effective X-Ray Mask Fabrication, HAMST 03,
Monterey, California, USA

3. Yohannes M. Desta, Jost Gottert, Linke Jian, Georg Aigeldinger, Michael C. Murphy, Phil Coane,
Graphite Membrane X-ray Masks for Rapid and Inexpensive Prootyping of LIGA Structures,
HAMST’01, Baden-Baden, Germany, 2001



Photoionization cross sections of Kr and Xe
from threshold up to 1000 eV

M. Richter, A.A. Sorokin, G. UIm
Physikalisch-Technische Bundesanstalt, Berlin, Germany

Chr. Gerth, K. Tiedtke
Deutsches Elektronensynchrotron, Hamburg, Germany

S.\V. Bobashev
loffe Physico-Technical Institute RAS, St.Petersburg, Russia

In atomic and molecular physics, photoionization (Pl) is a fundamental process. The
knowledge of absolute Pl cross sections with low uncertainty is crucia for the understanding
of photon-atom interaction. Moreover, accurate Pl cross sections of rare gas atoms are needed
in many fields of applied research, for example, when the absolute photon intensity of sources
of VUV and soft X-ray radiation is measured using an ionization chamber. In this paper we
propose recommended data for absolute total Pl cross sections of Kr and Xe with a relative
standard uncertainty of 3 %. The experiments are based on the accurate measurement of ratios
of total cross sections for Pl and electron-impact ionization (EIl) followed by a normalization
procedure. The apparatus used for the cross-section ratio measurements has been discussed in
detal previoudly [1,2].

The measurements refer to the successive ionization of a target gas by electrons with
known energy as well as by monochromatized synchrotron radiation. While the current of im-
pact electrons is measured using a Farday cup the photon flux is determined with the help of a
calibrated semiconductor photodiode as detector standard. lons produced in these processes
are collected and recorded by a microchannel plate (MCP) detector operated in the counting
mode. In order to obtain the same collection and detection efficiency for differently charged
ions, the latter are accelerated in a constant electric field up to kinetic energies of 13 keV for
single charged ions. The measurements were performed at the SX700 and NIM beam lines for
detector calibration and reflectometry in the Radiometry Laboratory of the Physikalisch-
Technische Bundesanstalt [see, e.g., Ref. 3 and references therein]. Relative standard uncer-
taintiesaslow as 1.3 % to 1.9 % for the cross-section ratios were achieved [2].

Based on the cross-section ratio measurements, total Pl cross sections of Kr and Xe were
determined in a two-step procedure. In the first step values for the total El cross sections at
1000 eV electron energy were derived from the measured ratios using absolute total Pl cross
sections as reported in the literature by different experimental groups [4-8] with relative un-
certainties quoted being smaller than 7 %. The relative uncertainties for these values arise
from the relative uncertainties of the measured ratios and the relative uncertainties of the ab-
solute total Pl cross sections claimed by the groups. This step enabled us to examine different
sets of Pl cross-section data, to choose the most reliable of them and to derive an average
value oe(E = 1000 eV) for the total EIl cross section [2]. The corresponding values for Kr and

Xe were determined with a relative standard uncertainty of 2 % by averaging the data ob-
tained in the VUV spectral range below 25 eV photon energy using the Pl cross sections re-
ported in Ref. 4 with a quoted relative uncertainty of 0.8 %.
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FIG. 1. Total photoionization cross sections of Kr and Xe: present
experimental data (0), Samson and Yin [4] (), Samson et al. [5]
(x), Saito and Suzuki [12] (), present recommended data (—),
Henke et al. [11] (----), Marr and West [9] and West and Morton
[10] " "). The upper plots show the fractional deviation of the ex-
perimental and preceding recommended data from the present
recommended data. In the case of Xe, in the spectral range above
the 3d thresholds, the fractional deviation of the experimental data
[12] from the present experimental data are shown.

In the second step,
taking the measured val-
ues for the cross-section
ratios and the values for
oe(E = 1000 eV), we
derived total Pl cross sec-
tions for Kr and Xe in the
photon energy range from
50 eV to 1012 eV with
relative standard uncer-
tainties of 2.4 % to 2.7 %,
i.e.  with uncertainties
which are smaller than
those reported in the lit-
erature for this spectral
range in the past. The
present total Pl cross sec-
tions of Kr and Xe are
shown in Fig. 1 together
with the experimenta
data of Samson and co-
workers obtained with
quoted relative uncertain-
tiesof 0.8 % to 3 % [4,5].
Also shown are recom-
mended values for abso-
lute total Pl cross sections
proposed in this paper
with a relative uncertainty
of 3 % as well preceding
recommended data[9-11]
and absolute tota PI
cross sections of Xe re-
cently measured with a
quoted relative uncer-
tainty of 1 % [12]. The

present recommended values were obtained for Kr and Xe in the spectral range below the 2p
and 3d thresholds, respectively, from a polynomial fit to our experimental values and to the
experimental values reported in Refs. 4 and 5 by the least-squares method, taking into con-
sideration the relative cross-section dependence of the preceding recommended data[9-11]. In
the spectral range where the two data sets overlap, the two polynomia fits were averaged. No
polynomial fit was performed in the spectral intervals containing absorption edges and reso-
nance structures in the photoionization spectrum. The present experimental and recommended
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FIG. 2. Photoelectron signal of a FEL bunch
train filled with 10 bunches (top) and evalu-
ated photon numbers per bunch (bottom),
measured at a photon energy of 14.3 eV at the
TTF-FEL with a recently developed gas-moni-
tor detector using Xe as the target gas [13].

data for Xe are in good agreement with the
data obtained in Ref. 12, while significant
discrepancies occur between our recom-
mended data and those published in Refs. 9-
11.

The present total Pl cross section data
have been used for the absolute calibration of
a recently developed gas-monitor detector
[13]. The detector, which is based on atomic
photoionization at low target gas density, al-
lows for a quantitative characterization of
sources of extremely intense and pulsed VUV
and soft X-ray radiation, like the VUV free
electron laser (FEL) at the TESLA Test Facil-
ity (TTF) at DESY which emits up to about
10™ photons within a pulse of 100 fs duration.
First promising results from the gas-monitor
detector were obtained recently during phase
1 of the TTF project. Fig. 2 shows an example
of a pulse measurement at a photon energy of
14.3 eV about one order of magnitude below
saturation of the FEL. Single-pulse readout
was realized by photoel ectron detection.
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Stability of an ECR source as transfer standard
for the VUV spectral region

A. Gottwald, S. Appelfeller, M. Richter
Physikalisch-Technische Bundesanstalt, Abbestr. 2-12, 10587 Berlin, Germany

U. Schiihle
Max-Planck Institut fiir Aeronomie, Max-Planck-Str. 2, 37191 Katlenburg-Lindau, Germany

One of the basic tasks of the PTB radiometry laboratory at BESSY II is the development,
characterization and calibration of VUV radiation sources for radiometric applications in in-
dustry and basic research. The electron storage ring is a primary source standard in this spec-
tral region [1], i.e. its spectral radiant power can be calculated within the framework of fun-
damental principles of electrodynamics from a set of geometrical and storage-ring parameters.
Established transfer standards such as deuterium lamps, Penning- and hollow cathode dis-
charge sources suffer from their limited spectral range and, in particular, their limited lifetime
and stability due to electrode erosion. To overcome this limitations, a radiation source based
on the principle of Electron Cyclotron Resonance (ECR) had been developed and intensively
characterized at PTB [2,3].

Recently, the emission of the ECR source operated with neon in the wavelength interval
between 50 nm and 75 nm has been investigated concerning stability and reproducibility.
Based on the former measurements, the cavity of the ECR source has been tuned to
parameters which allow for long-term stable operation of the source. The neon gas pressure
was stabilized at 1.7x10™ mbar and the microwave heating at about 11 W at 9.94 GHz

resonance frequency.

The measurements were performed at a normal incidence monochromator for the 40 to
400 nm spectral range. The emission of the ECR source was compared to a hollow cathode
transfer standard source (Fig.1) previously calibrated at the source calibration beamline in the
PTB radiometry lab [4]. Therefore,
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50 &0 20 20 investigate the reproducibility, the
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FIG. 1. ECR spectrum of the Ne plasma emission. Wavelength scans of the emission

spectrum were performed as well



as continuously monitoring of the line intensity at the selected Ne | emission line at a wave-
length of 61.9 nm, and stability has been determined from both kind of spectra (Fig. 2). Dur-
ing operation, input parameters for the ECR (Ne gas pressure and microwave power) were
controlled and kept stable better than 1 %. The stability of the monochromator and detector
was checked by regular re-calibrations with the hollow cathode transfer standard.

From the results shown in Fig. 2, the relative standard uncertainty (o=1) of the spectra ra-
diance at the 61.9 nm Ne | emission line is deduced to be about 4 %. The recorded spectra
over the whole 50 to 75 nm range show no significant changes of the spectral distribution, or
shifts between line intensities, so that the result shown for this selected wavelength can be
regarded as representative.

In conclusion, the emission

67001 J \ \ of the ECR plasma is compara-
6500 -
6300 \ | ble to the hollow cathode as
(")
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FIG. 2. Stability and reproducibility of the ECR emission, The stability demonstrated here
measured at emission wavelength of 61.9 nm. Red arrows )
indicate new ignitions of the source plasma. is even better than the hollow

cathode which showed a
stability of about 6% to 10% during the measurement period, mainly due to degradation
caused by cathode erosion, whereas the ECR source showed no such degradation effects. The
measurements implicate that after ignition, the relaxing time for the source is in the order of
about 24 h. Drifts within the continuos operation might arise from the non-linear response of
the emission on small changes of the sources’ input parameters, which might be further

stabilized by technical improvements.
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Irradiation of blood samples with monochromatic X-rays

M. Krumrey, M. Hoffmann, P. Miiller and G. Ulm
Physikalisch-Technische Bundesanstalt, Abbestralle 2-12, 10587 Berlin, Germany

Breast cancer is the most frequent type of cancer for women and X-ray mammography is the
most commonly used method for its detection. On the other hand, every mammography is
associated with a dose delivered to the breast which can induce radiation effects. To estimate
these effects, the relative biological effectiveness (RBE) is used, where relative refers to hard
y-rays, because most data for late radiation effects in humans are available for atomic bomb

survivors for which the incident radiation
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can be approximated by “’Co y-rays. It is
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currently assumed that all X-rays have the

same effectiveness as y-rays, thus an RBE
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of 1. However, in recent publications an i

RBE of up to 8 has been claimed for
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mammography spectra generated with X-
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filtration [1]. Lower RBE values have Photon Energy / keV

been found for typical mammography Fig. 1: Typical mammography spectrum, produced
spectra, generated with a Mo anode and with a Mo anode at 35 kV and a Mo filter
Mo filtration [2]. These spectra are dominated by the Ky peak at 17.4 keV and the K peak at
19.6 keV (Fig. 1). The spectral shape especially at low energies can have a significant

influence on the RBE as a large fraction of the dose is due to low energy photons.

In co-operation with the GSF-National Research Center for Environment and Health, a
program has been started to determine the RBE as a function of the photon energy. Blood
samples are irradiated with monochromatic X-rays and the induced chromosome aberrations
in lymphocytes are analyzed. In a first step, irradiations at 17.4 keV and 40 keV were
performed at the BAMline [3], the wavelength shifter beamline jointly operated by the
Bundesanstalt fiir Materialforschung und —priifung (BAM) and the Physikalisch-Technische
Bundesanstalt (PTB). At both energies, doses between 0.25 Gy and 2 Gy were applied. The
dosimetry is based on a disk-shaped transmission ionization chamber, produced by the

Department of Dosimetry for Radiotherapy and Diagnostic Radiology of the Physikalisch-



Technische Bundesanstalt (PTB) in Braunschweig. The radiation passes the chamber on its
central axis perpendicularly through the front and back electrodes and the central measuring
electrode, all consisting of 25 um thick graphitized polyethylene foils. The central electrode
has an active circular area of 50 mm diameter. The spectral responsivity s of this detector has
been determined with monochromatized synchrotron radiation at the same beamline by
calibration against a plane-parallel free-air ionization chamber, a primary standard detector

for dosimetry [4].

The disk-shaped blood samples have a diameter of 23 mm. Due to the limited opening
angle of synchrotron radiation in the vertical plane, it is not possible to irradiate a large area
with a homogeneous beam. While most synchrotron radiation beamlines are even designed to
focus the radiation onto an area of well below 1 mm?, the BAMIline can provide a horizontal
stripe which can be up to 35 mm wide at a distance of 10 m behind the monochromator. The
homogeneity has been verified by scanning a vertical slit through the beam and additionally
by taking pictures with an X-ray sensitive CCD camera system. The obtained variations were
below 3%. A large area can be irradiated by scanning the sample vertically through this stripe.
To eliminate the effect of the beam decay in the electron storage ring where the lifetime is
about 7 h, the sample is scanned back and forth with the two-fold speed. The time to deposit
e.g. 1 Gy in the blood sample varied between 2 min at 17.4 keV and 50 min at 40 keV.

These observed RBE, obtained from the induction of acentric and dicentric
chromosomes at low radiation doses, is only about half of the values reported earlier for
exposure of blood from the same donor with the broad energy spectra of 29 kV X-rays (mean
energy of 17.4 keV) and 60 kV X-rays (mean energy of 48 keV) [2,5]. This confirms the
assumption that a large fraction of the effects should be attributed predominately to photons
with energies well below the mean energy. Further experiments with monochromatic X-rays

at lower photon energies are being performed.
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Characterization of thickness standards with X-ray reflectometry

M. Krumrey, M. Hoffmann and G. Ulm
Physikalisch-Technische Bundesanstalt, Abbestralle 2-12, 10587 Berlin, Germany

High accuracy film thickness measurements in the range below 100 nm can be made by
various complex methods like spectral ellipsometry (SE), scanning force microscopy (SFM),
grazing incidence X-ray reflectometry (XRR) or X-ray fluorescence analysis (XRF). A key
question in nanotechnology is to achieve consistent results on a level of uncertainty below one
nanometer with different techniques. In the framework of a project funded by BMBF,
reference standards for the thickness of films have been developed, evaluated and tested [1].

Two different types of thickness standards have been realized:

e Metal layer standards consist of a fused silica substrate with a Pt layer or a C-Ni-C system
with nominal thickness values of 10 nm and 50 nm. The carbon coatings are protective
layers with thickness values of about 2 nm to 3 nm to prevent oxidation of the Ni film and

to suppress diffusion into the substrate.

e Silicon dioxide layer standards have been produced on Si wafers. Different oxide layer
thicknesses between 6 nm and 1 um have been realized. A structure produced by direct
electron beam writing allowed the measurement of the film thickness as a step height with

an AFM.

Both types of standards have been calibrated by XRR with monochromatized synchrotron
radiation at the PTB four-crystal monochromator beamline [2] in combination with a high-
precision reflectometer [3]. The thickness is obtained by fitting the measured reflectance at a
fixed angle as a function of the photon energy (fig. 1) or for a ®/20@-scan at fixed photon
energy (fig. 2). The data analysis using the program IMD (Bell Labs, USA) is based on the

Fresnel equations and takes into account surface and interface roughness effects [4].

For the metal film standards the ®/20-scans have been performed at 8048 eV, the energy of
Cu K, radiation which is used in commercial X-ray tube based diffractometers. The results
obtained at four different facilities show excellent agreement. For the SiO, on Si standards a
photon energy of 1841 eV, just above the Si K-edge, has been chosen to obtain pronounced
interference effects. With the exception of the 6 nm SiO, film, relative uncertainties of 1%

have been achieved for the layer thickness.
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High-accuracy radiometry for EUV source calibration
at PTB

F. Scholze, J. Timmler, and G. Ulm.
Physikalisch-Technische Bundesanstalt, Abbestrale 2-12, 10587 Berlin, Germany

A major challenge for EUV lithography is the development of suitable radiation sources for
the production process'. Radiometry is needed to characterize these sources regarding their in-
band power, spectral distribution, spatial distribution of emitting volume, and angular
distribution of the emission. At PTB, radiometry for EUV sources is based on detectors.
Photodiodes are calibrated as transfer detector standards® with a relative uncertainty of
u=0.26% by comparison to a cryogenic electrical substitution radiometer®. With these high-
accuracy calibrations, PTB serves the EUVL source program within in the European
MEDEA+ framework” and international benchmarking efforts like the ‘flying circus®.

l 800 mm | 800 mm l

Figure 1  Scheme of an imaging spectrometer used to characterize the spectral distribution of EUV radiation and the spatial
distribution of emitting volume.
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For the characterization of a (LPP)-source, developed at the Max-Born-Institute®, an imaging
spectrometer has been set-up for the characterization regarding spectral photon flux, source
size and source point stability. The optical scheme of the spectrometer is shown in Figure 1.
The main components are a solid angle defining aperture, a grazing incidence mirror which is
used to obtain an image of the source over a broad spectral range, the dispersing grating and a
CCD as the image detector. For source size measurements, a filter is used to reduce the
intensity at the CCD and the grating is removed.

Figure 2 shows the spectral efficiency of the spectrograph as counts at the CCD with respect
to the total energy of the photons incident at the grating. At 13 nm, the energy per photon is



about 100 eV, thus one count at the CCD corresponds to between two and five photons. In the
range from 10 nm to 15 nm, the spectrometer efficiency varies by about a factor of two. The
reason for this rather strong spectral dependence is the efficiency of the CCD-chip as shown
in Figure 3. The diffraction efficiency of the grating, see Figure 4, shows a rather smooth
spectral behaviour. Thus, the main source of the spectral dependence is the CCD which
clearly shows the need for absolute detector calibration for the characterization of
spectrometers.

With this device, we characterized a gold target LPP source to be used in a laboratory based
EUV-reflectometer’. We obtained a source size of 30 um by 55 pm (horizontal by vertical)
and a stability of better than 5 um, horizontally and 9 pum vertically. The spectral photon flux
was 1*10* /(s sr 0.1 nm) at 13.4nm at a laser pulse energy of 650 mJ. The shot-to-shot
stability of the EUV flux is about 5% (1o0) for laser pulse energies above 200 mJ. In this
range, a linear relation between laser pulse energy and EUV output was obtained.
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Figure 3  Detection efficiency of a backside illuminated Figure 4  Absolute diffraction efficiency of a free-standing
CCD, measured by comparison to a photodiode gold transmission grating. The efficiency is the
using monochromatized radiation at the soft X- ratio of the intensity diffracted into the first
ray radiometry beamline. Measured points are E)I'd.er of the gratlng normalized to the radiation
shown as open circles, the line is an incident at the grating.
interpolation using a responsivity model
developed for photodiodes.
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Comparison of Extreme Ultraviolet Reflectance

Measurements at CXRO and PTB

F. Scholze?, J. Tummler?, E. Gullikson®, A. Aquila®
# Physikalisch-Technische Bundesanstalt, AbbestraRe 2-12, 10587 Berlin, Germany
® Center for X-Ray Optics, Lawrence Berkeley National Laboratory,

Berkeley, California 94720
The semiconductor industry has pushed linewidths on integrated-circuit chips down to
100 nm. To pattern ever-finer lines by use of photolithography, the industry is now preparing
the transition to extreme ultraviolet lithography (EUVL) at 13 nm by 2007. Reflectometry is
an essential metrology of the multilayer coatings of masks and optics for EUV lithography. A
high absolute accuracy and worldwide traceability of reflectance measurements is mandatory
for a worldwide system development. As EUVL matures', the requirements for the accuracy
of reflectivity and wavelength measurements are becoming tighter. In response to this
demand, there have been substantial improvements of measurement precision and accuracy at
the facilities in Europe and the US. Achieving high accuracy involves quantifying and
reducing all the sources of systematic measurement uncertainties. We report the results of a
cross-calibration study between the Physikalisch-Technische Bundesanstalt (PTB) at
BESSY II? which serves the European EUVL program and the Center for X-ray Optics
(CXRO) at the ALS® which serves the US EUVL program. A direct comparison of EUV
reflectance measurements at the ALS CXRO and PTB yielded perfect agreement within the
mutual relative uncertainties of 0.14% for reflectance and 0.014% for wavelength. A broader
round-robin series of measurements including the other reflectometry facilities around the
world is in progress and will be reported on in the near future.

At PTB, reflectometry” is performed at the soft X-ray radiometry beamline®, a bending magnet
beamline equipped with a plane grating monochromator in the radiometry laboratory at
BESSY II. The monochromator uses a 1200 line/mm grating for the whole spectral range
from 0.6 nm to 65 nm. The beamline is optimized to deliver radiation of high spectral purity.
The deflection angle at the grating is optimized for third and higher order suppression, and
additionally edge filters are used for the suppression of remaining second order contributions.
The relative higher order contributions to the radiant power are below 1% for all wavelengths
between 0.65 nm and 25 nm and below 0.03% in the EUV spectral range>®. Another critical
issue for the spectral purity is the presence of diffusely scattered radiation. An upper bound
for the total contribution of diffusely scattered radiation of less than 0.2% has been derived
for the wavelength of the Si Ls-edge at 12.42 nm and the Be K-edge at 11.08 nm°®.

The Center for X-Ray Optics (CXRO) maintains a beamline at the Advanced Light Source
(ALS) dedicated to accurate calibrations of optics in the EUV and soft x-ray®. The beamline
uses a varied line spacing (VLS) plane grating monochromator and a three mirror order
suppressor to achieve high spectral purity’. The higher order radiation from the
monochromator is reduced to a negligible level (0.0002%) using a transmission filter and the
three-mirror order suppressor. The main source of spectral impurity® is scattered radiation
which is measured to be 1.3% of the incident intensity at a wavelength of 13.4 nm. A
correction has been applied to the reflectivity measurement for the scattered radiation. The
uncertainty in the amount of scattered radiation (0.12%) is the main source of reflectance
uncertainty.
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Figure 1 Measured reflectance of a Mo/Si multilayer
mirror. Measurements at PTB are shown solid
circles and at the CXRO data as open circles. The
insets show details at the reflectance peak and a
side minimum.
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Figure 2 Peak reflectance measured at five points of the
mirror. Shown are the initial measurement at PTB
(open circles) the measurement at CXRO (closed
circles) and the final measurement at PTB
(diamonds). Error bars are shown for the initial
measurement, representing the full 0.14%
uncertainty, while the error bars at the final
measurement are 0.075% without the systematic
contributions from the spectral purity.

PTB CXRO

quantity relative uncertainty
contribution u /10

peak reflectance

stability of normalized 0.3 0.2
intensity
inhomogeneity of the 06 0.7
detector
higher diffraction orders 0.3 0.002
diffuse scattered radiation 1.2 1.2

total relative uncertainty

of peak reflectance 14 14
peak wavelength

Kr 3ds/,-5p resonance 0.12 0.12
wavelength

repeatability of wavelength 0.08 0.08
total relative uncertainty 014 014

of peak wavelength

Table 1 Compilation of the uncertainty contributions for
the measurement of the reflectance at a wavelength
around 13 nm. For the peak reflectance, the
dominant contribution is diffuse scattered radiation
outside the mirror bandwidth which is incident on
the detector in the direct beam and not reflected.
The main uncertainty for the wavelength is the
uncertainty in the reference wavelength.
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Figure 3 Center wavelength measured at five points of the
mirror. Shown are the initial measurement at PTB
(open circles) the measurement at CXRO (closed
circles) and the final measurement at PTB
(diamonds). Error bars are shown for the initial
measurement, representing the relative
repeatability of the wavelength of 8:10 s,




The uncertainties for peak reflectance and center wavelength obtained by CXRO and PTB are
compiled in table 1. In both laboratories, the systematic uncertainty caused by spectral
impurities of the monochromatized radiation dominates the total uncertainty of the peak
reflectance. The wavelength is normalized to the Kr 3ds/, -5p resonance?® in both laboratories.
The measurements were performed on a Mo/Si multilayer coated one-inch diameter optical
flat supplied by the FOM institute in the Netherlands. The sample was first measured by the
PTB then sent to CXRO and finally re-measured by PTB. Measurements were made at the
sample center and at four points located 5 mm from the center. The measurements at the
sample center are shown in fig. 1. The agreement is practically ideal at the peak as well as in
the region of the side wiggles.

The results are shown more quantitatively in figs. 2 and 3. Figure 2 shows the peak
reflectance for all 5 points. For the initial measurement of PTB, the total uncertainty (u=1 o)
is shown. All other but the second measurement of PTB at point 3 are within this rage. There
IS no systematic difference between CXRO and PTB values. The repeatability of the
measurements is shown for the second measurement of PTB. Comparing initial and final
measurement, again all but point 3 are within in that range. The change of the reflectance at
point 3 is therefore attributed to the sample.

Figure 3 shows the center wavelength at half maximum. The error bars shown represent only
the repeatability because the Kr 3ds/, -5p resonance is used for reference at both laboratories.
Therefore, the systematic uncertainty cancels in the comparison. The spread of the measured
values exceeds the width of the error bar only for point 4. Point 4, however, also deviates
significantly in wavelength from the other points. So, the explanation is most probably an
inhomogeneity of the mirror.
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A New Reflectometer for Large EUVL Optics

J. Timmler, F. Scholze, H. Blume, G. Brandt, J. Eden, B. Meyer, S. Ploger,
H. Scherr, F. Scholz, G. Ulm

Physikalisch-Technische Bundesanstalt, Abbestrafie 2-12, 10587 Berlin, Germany

Extreme Ultraviolet Lithography (EUVL) holds the key to the next generation of computer
technology. EUVL imaging requirements demand multilayer mirror optics to be manufactured
with extreme accuracy to ensure uniform illumination of the wafer plane and optimized through-
put. As EUVL matures,! the requirements for the accuracy of reflectivity and wavelength
measurements are becoming tighter. Specially, the wavelength for the peak mirror reflectivity
should be matched to better than 0.02 % and the uniformity of reflectivity should be better than
0.2%. In response to this demand, there have been substantial improvements of measurement
precision and accuracy at the PTB. PTB with its laboratory at BESSY 11, is the European center
for EUV radiometry and supports the national and European industry with high accuracy at-
wavelength measurements in the EUV spectral region.
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Figure 1. Picture of the reflectometer sample stage in front of the vacuum chamber during the set up
at the PTB soft x-ray radiometry beamline

For the investigation of the large optical components for EUV lithography tools, PTB has
designed a new reflectometer. It allows the investigation of samples with 550 mm in diameter
and a weight of 50kg.* The reflectometer has been set up at the soft x-ray radiometry beamline?
in the shutdown period of BESSY II in October 2002. Already in November 2002 reflectance
measurements for industry partners could be performed with the usual low uncertainties.?

The new reflectometer system consists of a cylindrical vacuum chamber with a diameter of 1.9m
and a length of 2.1 m. Inside this vacuum chamber the sample stage is mounted. Fig. 1 shows



the reflectometer sample stage in front of the vacuum chamber during set up.

The complete sample stage is motorized in vacuum. The sample can be translated in x, y, and
z direction (for orientation see Fig. 2). The incidence and reflection angle can be adjusted via
and 26, for the sample and the detector, respectively. The 6 /26 axis is in the horizontal plane,
parallel to the electric field vector of the linear polarized synchrotron radiation. For aligning
the sample and to account for a curved sample surface, a tilt around the y-axis is possible.
A rotation around the surface normal (¢ axis) allows to perform a raster scan in spherical
coordinates. With movements in ¢ and y, every point of the sample surface can be positioned
into the photon beam. The additional = axis allows to raster the surface of smaller samples
in cartesian coordinates, which is a necessary feature for the measurement of e.g. gratings or
grazing incidence mirrors.

Figure 2. Sketch of the reflectometer system showing all degrees of freedom

In addition to the 260 movement the detector can be moved in z direction for the measurement of
bi-directional scattering. Furthermore, the distance between the sample surface and the detector
can be varied to account for the different beam divergence when reflected from a curved surface.
For reference measurements of the direct beam, the detector can be rotated around the 1 axis
by 180°. This avoids large movements of the sample and the detector.

For stray light suppression, a cross slit aperture is installed at a distance of about 0.5m from
the sample surface. The cross slits are fully motorized and can be opened with a resolution of
1 pm.

The construction work and manufacturing of the reflectometer system is done by ACCEL,
Bergisch-Gladbach, Germany.

The large sample weight necessitates a handling robot to set the samples into the measuring
chamber. The sample is held by a sample holder that fits exactly onto the sample stage in-
side the reflectometer chamber. The holder is transferred into the reflectometer chamber by the
robot. For different sample sizes individual holders can be used. A taper key guarantees that the
sample holder is centered onto the stage. During the mounting of the sample the complete front



Axis Range Positioning Accuracy
Sample | x —90mm to 90 mm 10 pm
Y —10mm to 300 mm 10 pm
z —15mm to 140 mm 10 pm
) 0°to  360° 0.01°
tilt —10° to 10° 0.01°
6 —30° to 95° 0.01°
Detector | 20 —5°to  190° 0.01°
x Omm to 120 mm 10 pm
R 150 mm to 550 mm 100 pm
Y 0° to  180° 0.01°

Table 1. Sample and detector movements of the EUV reflectometer

of the reflectometer chamber is opened. A cleanroom in the front of the reflectometer chamber
avoids the contamination with dust particles. It allows working conditions of class 1000 or bet-
ter. Here the samples are mounted onto the sample holder. The reflectance measurement must
be performed in vacuum. A set of four dry compressing vacuum pumps (4 x 48m?/h), a turbo
pump (6801/s N), and a cryo pump (100001/s N5) work to evacuate the reflectometer chamber
within 1h to a working pressure of 9 - 107 mbar. The venting of the vacuum chamber takes
less than 30 min.

With the new measuring station PTB is prepared best for the measurement of full-size EUVL
optical components. According to our partner Carl Zeiss SMT AG, for the next couple of years
the EUV mirror size will not exceed the maximum possible sample size which is the largest
sample size that can be investigated at-wavelength, worldwide.
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Characterization of High-Resolution Superconducting Tunnel Junction Detectors

B. Beckhoff, R. Fliegauf and G. Ulm
Physikalisch-Technische Bundesanstalt
Abbestralle 2-12, 10587 Berlin, Germany

The energy resolution of conventional semiconductor detectors 1is insufficient for
simultaneously separating the leading fluorescence lines of low Z and medium Z materials in
the soft X-ray regime. It is therefore important to investigate alternative detection instruments
offering higher energy resolution and evaluate their applicability to soft X-ray fluorescence
(XRF) analysis. Here, some results of the characterization and evaluation of a cryogenic
superconducting tunnel junction (STJ) detector, which was provided to the Physikalisch-
Technische Bundesanstalt (PTB) by the Lawrence Livermore National Laboratory (LLNL),
are given with respect to both detector response functions and XRF. For this investigation,
monochromatized undulator radiation of high spectral purity, available at the PTB PGM
beamline' at BESSY II, was employed, by which it was possible to record the STJ response
functions at various photon energies of interest ranging from 180 eV to 1600 eV. By scanning
the effective detector area and the adjacent substrate and leads, relevant artefacts of the
detector response were identified. The best way to obtain reliable detector response functions
is to illuminate the detector with monochromatic radiation of high spectral purity, which is
crucial for avoiding interference from possible source artefacts in the detector response. A
drawback of this approach is that the high photon flux of a beamline has to be adapted to the
count rate capability of the STJ detector. However, this can be achieved in a reliable manner
by severely reducing the stored electron beam current by several orders of magnitude, which
the PTB can take advantage of during special operation shifts at BESSY II.

The cryogenic STJ detector system®” employed in the present invesitgation is based on a two-
stage adiabatic demagnetization refrigerator (ADR). The STJ is operated at temperatures
between about 70 mK and 400 mK at the end of a cold finger inside a liquid He- and a liquid
Nj-cooled shield. As the STJ chip is located at the end of this doubly-shielded cold finger, an
effective fluorescence detection in a UHV environment can be achieved by placing the cold
finger as close as possible to the irradiated specimen. In the present snout design, the solid
angle of acceptance for thermal noise is about two orders of magnitude higher than in older
cryostat designs, where the STJ detector chip is located in the center of the cryostat. Thus, by
using appropriate entrance windows’, infrared noise can be blocked. The most important
advantage of using STJ detectors, as opposed to conventional semiconductor detectors such as
Si(Li) detectors, is the improved higher energy resolution. The reported energy resolution for
Nb based STJs” is 6 eV FWHM at a photon energy of 277 eV and for Al based STJs® is 12 eV
FWHM at a photon energy of 5.9 keV. STJ detectors can be operated at count rates of at least
up to 10000 cps with only moderate degradation of the energy resolution’. Evaluating the
performance of STJs for XRF analysis requires an investigation of the origins and magnitude
of the various artefacts that appear in the STJ pulse height spectra. In the experimental results
below, we shall see that some of the sources for artefacts are due to photons being absorbed in
the substrate or in the Nb contact leads. Additionally, the probability of line splitting increases
as the energy of the incident photon increases because the absorption capability of the top Nb
layer and of the Al layers generally decrease, allowing the photon to reach the bottom Nb
layer. As the response of the bottom Nb layer may be slightly different than that of the top Nb
layer, line splitting can occur when both responses superimpose.



For the investigation of detector response functions, a closer look at the STJ with an edge
length of 141 um was taken. A photograph of this STJ, taken through a microscope, is shown
in fig. 1. The contacts connecting the STJs from the left and from the right are clearly visible.
The STJ detector chip was investigated using an uncollimated beam at the PTB plane grating
monochromator beamline and then with a collimated beam smaller than the STJ. The situation
involving the uncollimated beam agrees quite well with the one when detecting X-ray
fluorescence radiation, since here the entire chip is illuminated. Response functions were
obtained for both of these beams at 929 eV and again at 1547 eV, corresponding to the copper
L, and almost to the aluminum Kg fluorescence line energies (see fig. 2).
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Fig. 1: Picture of a 141 x 141 pm? STJ detector investigated at various photon energies below 2 keV with a
collimated beam of about 105 pm diameter (solid circle) and with a larger beam profile (dotted circle) to
the left. Prior to the STJ investigations, the collimated beam profile was recorded during a special operation
shift at BESSY II by a CCD camera as shown along with its depicted intensity scale to the right.

' i tld b foo0 substrate :
| phonons HHEOHImR0 R phonons uncollimated beam
1000 1 edge and il collimated beam
_ E contact events i 3 3
[ [ ) edge an D
c [ possible
5 r surface contact E 100
£ r layer ~ evenis 2 edge and
° ook events o contact gvents possible
Fg 3 5 surface  edge and
; : i contac
- 2 ®  events
c
3 S 10 & \
8 tof 8
: - |
L collimated beam '
15 1 i I i 1 ( 1
0 200 400 600 800 1000 1200 0 500 1000 1500 2000
energy /eV energy /eV

Fig. 2: Response functions of a 141 x 141 um? STJ detector recorded with a collimated and an uncollimated
beam of high spectral purity radiation at the photon energies of 929 eV (left) and 1547 eV (right).

At 929 eV, three different types of artefacts are visible: the adjacent substrate events, contact
events in the uncollimated case, and substrate phonons originating from the substrate
underneath the STJ. Because the collimated beam in the present arrangement may not have



been small enough to fully exclude a non-desired illumination of the STJ edge regions, it is
possible that a certain fraction of the above artefacts may also be associated with surface layer
events caused by oxide clusters on the top Nb layer. The same types of artefacts occur at
higher energies, for example at 1547 eV (cf. right of fig. 2), when comparing the collimated
and uncollimated cases. The fig. 3 shows the STJ response function in the collimated case at
two different energies, one just above and one just below the aluminum K-edge. Due to the
increased X-ray absorption in the Al trap layer of the STJ at the higher energy, the probability
of bottom layer events decreases considerably. For the same reason, the probability of
substrate phonons is drastically reduced, allowing us to identify the origin of these events
underneath the detector.
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Fig. 3: Response functions of a 141 x 141 pm? 1547 eV
STJ detector recorded with a collimated beam of
high spectral purity radiation at 1547 eV and
1567 eV just below and above the Al-K edge.
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The STJ artefacts observed in the present investigation are an obvious restriction to both the
detection sensitivity and the elemental quantification when using these detectors in X-ray
fluorescence analysis. Optimized high-resolution detectors should contribute effectively to
industrial and fundamental research in EDXRF analysis.
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TXREF analysis of low Z elements on silicon wafer surfaces
excited by monochromatized undulator radiation
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Total reflection X-ray fluorescence spectroscopy (TXRF) using high flux synchrotron
radiation (SR) as the excitation source is a powerful technique for the non-destructive analysis
of very small amounts of both metal and low Z elements on silicon wafer surfaces. Several
different TXRF experiments were conducted at the plane grating monochromator (PGM)
beamline' for undulator radiation of the Physikalisch-Technische Bundesanstalt (PTB) at
BESSY II. The lower limits of detection (LOD) of TXRF analysis were investigated for some
low Z elements™® such as C, N, Na, Mg and Al in two different detection geometries for
various excitation modes. For the sake of an application-oriented TXRF approach, droplet
samples on silicon wafer surfaces were prepared by Wacker Siltronic and investigated in the
TXREF irradiation chamber of the Atominstitut (ATI). Using the vacuum chamber of the ATI,
the wafer samples could be mounted horizontally. The fluorescence radiation was recorded in
a vertical geometry with respect to the incident photon beam and the electron orbit by means
of a down-looking HPGe detector. Turning the irradiation chamber 90°, allowing for the
insertion of a horizontally movable Si(Li) detector towards a vertically oriented wafer sample,
the polarization vector of the incident radiation is parallel to the detector axis. In this
arrangement, the wafer samples were located about 1.5 m behind the PGM focal plane,
offering a beam profile of about 1.0 mm x 0.5 mm. The irradiation chamber was protected by
a class 100 cleanroom in order to reduce the risk of cross-contaminations of the wafer
samples.

A direct comparison of both detection geometries was performed by means of a standard
reference droplet sample containing 1 ng of Na, Mg and Al, which was prepared by the
Central Analytical Laboratories of Wacker Siltronic. The droplet was deposited on a
monocrystalline Si wafer having a diameter of 100 mm. Figure 1 shows the respective TXRF
spectra for an excitation energy of 1700 eV. As continuous background contributions in
TXRF are very small, absolute detection limits in the lower pg to higher fg range could be
found for the selected low Z elements between C and Al using various prepared droplet
samples. Table 1 shows both the detection sensitivities and detection limits achieved in these
experiments. The VPD-LLD values given in table 1 are derived from the assumption that the
sample is a VPD (Vapor Phase Decomposition) droplet collected from a wafer with a
diameter of 200 mm.
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Figure 1: Comparison of two different detection geometries by means of a droplet sample containing 1 ng
of Na, M and Al on a silicon wafer surface. In the ‘non-polarization geometry’ an HPGe and in the
‘polarization geometry’ a Si(Li) detector were employed. At low photon energies, the lower detection
efficiency of the Si(Li) prevents similar count rates from being obtained.

Tab. 1: Detection limits (LLD viz. LOD) and sensitivities extrapolated for a counting time of 1000 s and an
electron beam current of 100 mA as deducted from several measurements with the ATI irradiation chamber
using the HPGe detector for C and N and the Si(Li) detector for Na, Mg and Al:

Exciting photon | Element sensitivity LLD viz. LOD | VPD-LLD
energy / eV / cps/ng / pg / atoms/cm?
357 C 1200 0.5 110"
511 N 1100 0.8 110"
1600 Na 110 1.3 110"
1600 Mg 210 0.5 410’
1600 Al 305 0.3 210’

Synchrotron radiation based TXRF analysis offers absolute detections limits in the lower pg to
higher fg range for selected low Z elements between C and Al. Vapor phase decomposition
(VPD) detection limits calculated for 200 mm silicon wafers range from 2 107 atoms / cm? to
about 10* atoms / cm® for Na, Mg and Al, thus fulfilling current requirements of the
semiconductor industry according to the SEMATECH roadmap. All investigations are going
to be continued in a new TXRF set-up of the PTB suited for the off-line routine analysis of
200 mm and 300 mm silicon wafers, including a state-of-the-art wafer handling system.
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Lithography with EUV: First successful exposure in Europe at the
PTB Laboratory at BESSY II
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During the last decades, owing to a gradual reduction of the circuit size, electronic chips
have become ever more powerful and more compact with the cost being lowered at the same
time. The optical lithography techniques used for their production have however been pushed
to the possible extent. It is expected that using radiation 157 nm in wavelength, a feature size
of 65 nm can be achieved as the ultimate limit in the year 2007 (according to the International
Technology Roadmap for Semiconductors [1])

Extreme ultraviolet (EUV) lithography is an attractive next generation lithographic
technology since it will support imaging dense 1:1 line-space features smaller than 50 nm.
EUVL uses radiation of about 13 nm wavelength. Similar to optical lithography, the patterns
of a mask are demagnified by projection onto a semiconductor wafer covered with a photo
resist. The mask and the entire projection optics have to be reflective and the required
specifications for mask making, mirror shaping and wafer handling are unprecedented.

Crucial for the successful fabrication of EUV optics is the development of EUV system
metrology. For testing and demonstration of the measurement methods a so-called Small
Field Metrology Tool was set up in cooperation with Carl Zeiss Semiconductor
Manufacturing Technology AG (SMT AG) at the PTB-undulator beamline [1]. The main item
of this set-up is the Micro Exposure Tool (MET) projection optics built by Carl Zeiss in
collaboration with the Lawrence Livermore National Laboratory (LLNL). At 13.4 nm
wavelength, two multilayer mirrors reduce reticle structures by a factor of five onto the wafer
plane. An illumination system allows efficient coupling of the 13 nm radiation emitted by the
PTB undulator to the projection optics.

At the BESSY II electron storage ring, the Physikalisch-Technische Bundesanstalt (PTB)
operates a laboratory [2] with several beamlines for high-accuracy at-wavelength metrology
in the EUV spectral range using synchrotron radiation from bending magnets and from the
PTB-undulator [3]. Many companies such as Carl Zeiss, Jenoptik Mikrotechnik GmbH,
Infineon Technologies AG and Schott ML GmbH as well as many research groups rely on
PTB’s work.

In February 2002, a first print in photoresist of the Micro Exposure Tool at the PTB
laboratory at BESSY II was obtained. Figure 1 shows an image of this print. Structures with a

size of about 50 nm could be printed using EUV radiation for the first time in Europe. The



result shows that the modern optical components for EUVL like the MET have the potential
to fabricate electronic chips for next generations. Recently, the international board of the
semiconductor industry, SEMATECH, has ordered a Micro Exposure Tool for an new EUVL-
Tool.

FIG. 1. First successful 50 nm print obtained in 2002 at the PTB-laboratory at BESSY II. The print is an image
in the photoresist of the Micro Exposure Tool (MET). The MET is implemented in the Small Field Metrology
Tool of Carl Zeiss SMT AG at the undulator -beamline ID13.

EUVL is considered a lithography generation which will last many decades. The resolution
obtainable will be gradually pushed to ist theoretical limits, provided the necessary metrology
keeps pace. The PTB low energy compact storage ring (200 MeV up to 600 MeV electron
beam energy) planned in close cooperation with BESSY GmbH and scheduled to be put into
operation in 2007, will be an ideal platform for investigating EUVL metrology questions of

prime importance.
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HIGH RESOLUTION PHOTOABSORPTION SPECTROSCOPY OF
THE METHYL HALIDES. TESTS AND FIRST RESULTS.
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The most recent investigations of the photoabsorption and photoionization of
the methyl halides (CHsX with X=F, Cl, Br and I) were performed on a 1.5m-NIM
monochromator at the BESSY I facility [1] . The results on CH3F and CH3Cl (CD3Cl)
have been published fairly recently [2-5]. Even though the analysis of the Rydberg
series observed in CHsBr (CD3Br) and CHsl (CDsl) is fairly obvious, several new
assignments should be proposed. A deeper fine structure analysis prescribed a
monochromator characterized with a higher resolution.

The main aim of the measurements reported in this contribution is the search
and test of an instrument allowing us to achieve this goal. At the BESSY II facility
the most suitable instrument is a 3m-NIM monochromator and is presently
available for this purpose (the 3m-NIM-2 beamline). Transferred from BESSY 1, its
reassembling and commissioning at BESSY II have been achieved very recently [6].

It is equipped with a 600 1/mm (Al/MgF2 coated) and a 2 400 1/mm (Pt
coated) grating. Only the latter has been used. Slit widths of 50pm were used and an
MgF2 window is available for second order suppression. A photoabsorption cell of
30 cm optical pathlength is mounted on the monochromator together with a two
stages differential pumping system to obtain the allowed working pressure in the
monochromator. The standard procedure to obtain the absorbance logio (Io/I) was
to scan successively the absorption spectrum and the transmission spectrum of the
monochromator. In the present contribution we present the first results on the
investigation of the photoabsorption of the methyl bromide (CHsBr) and iodide
(CH3sl). The corresponding perdeuterated isotopomers as well as CHz2DI have also
been investigated. Most of the spectra have been recorded in the 5-25 eV photon
energy range.

Above the 10 eV photon energy range the VUV photoabsorption spectrum of
CHsl shows only a few broad bands, whereas below this energy narrow atomic-like
structures are observed [1]. A congested fine structure is observed in the 9.3-10.0 eV



photon energy range [1] and is shown in fig.1. As expected, it is obvious from this
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Fig.1 The absorption spectrum of CHzI as recorded between 9-10 eV.

important increase of resolution is obtained with the present monochromator.
However, problems remain and have to be solved in the future, particularly in the
low photon energy range (5-10 eV) where photon beam instabilities are noticable in
the transmission curve. These are probably related to both mechanical and optical
insufficiencies from the monochromator and the focussing mirrors.
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Organonickel(I) complexes are widely used in organometallic catalysis [1], especially nickel complexes of
the type [(diimine)Ni(R)X] (R = alkyl or aryl; X = CI or Br) are promissing catalysts for olefin
polymerization reactions. For a better understanding of the mechanism of catalytic reaction it is necessary to
know about the structure of the catalytic active species and possible intermediate compounds. In this report
we present EXAFS and XANES studies on several amorphous square-planar nickel(II)-complexes in the
solid state, which we investigated for the structural influence of different diimine ligands as well as the
structural properties of dimeric species in comparison to monomeric analogues.

The measurements were performed at the XAFS beamline KMC-2 of BESSY II at the Ni K- (8333.0 ¢V) and
Br K-edge (13473.7 e¢V). Data were analysed with the program packages described in [2] and [3]. The
EXCURV92 module of CERIUS® was used for curve fitting.

Figure 1 illustrates the Ni K-edge XANES spectra for [(bpz)Ni(Mes)Br], [(bpym)Ni(Mes)Br] and
[(u-bpym){Ni(Mes)Br},]. In each spectrum the typical two pre-edge peaks of square planar Ni(II) complexes
can be observed [4]. The pre-peak at about 8333 eV can be assigned to a 1s—3d electron transition, while
the second peak, which occurs at about 8337 eV, is due to a 1s—4p, transition [5]. These typical fingerprints
of square planar Ni(II) complexes can be observed in all investigated complexes.
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Figure 1:

(a) Comparison plot of the Ni-K edge XANES spectra of [(bpz)Ni(Mes)Br], [(bpym)Ni(Mes)Br] and
[(u-bpym){Ni(Mes)Br},].
(b) Molecular formulae of the investigated Ni(Il)-complexes.

The obtained structural parameters of the investigated complexes determined by curve fitting analysis of the
EXAFS spectra at the Ni K- and Br K-edge are summarized in Table 1.



The complexes, [(Mebpy)Ni(Mes)Br], [(bpym)Ni(Mes)Br] and [(bpz)Ni(Mes)Br] show very similar EXAFS
functions at the Ni K- and Br K-edge, leading to almost identical structural parameters, which are in very
good agreement with values found from the EXAFS analysis of the complex [(bpy)Ni(Mes)Br] [4]. As an
example, Figure 2 (a + b) shows the k3>-weighted EXAFS spectra coupled with the magnitudes of the Fourier
transforms of [(bpz)Ni(Mes)Br] at the Ni K-edge. The fitting of the Ni K-edge EXAFS spectra was
performed with a 3 shell model, in which the first coordination shell at about 1.9 A consists of the two
coordinating nitogen atoms of the diimine ligand and the carbon atom of the mesitylene group, the second
shell at about 2.3 A of the bromine backscatterer and the third coordination shell at about 2.8 A of the further
backbone-carbon-backscatterers of the mesitylene- and diimine ligand. Due to nearly same distances and
similar backscattering behaviour of the nitrogen and carbon backscatterers, the first coordination shell was
fitted as a combined shell with nitrogen amplitude- and phase-functions. The Br K-edge EXAFS spectra
were fitted with one coordination shell of nickel at about 2.3 A.
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Figure 2:

Comparison plot of the experimental (solid line) and calculated (dotted line) EXAFS spectra (a,c) and its Fourier
Transforms (b,d) of [(bpz)Ni(Mes)Br] (top) and [(pn-bpym){Ni(Mes)Br},] (bottom) at the Ni K-edge.

Significant structural changes were found from the analyses of the Ni K-edge EXAFS spectra of the dimeric
complex [(u-bpym){Ni(Mes)Br},] compared with the monomeric species [(bpym)Ni(Mes)Br]. In the dimeric
complex (Figure 2(c) + 2(d)) the Ni-C/N distances of the first coordination shell is 0.12 A longer than in the
monomeric species. This can be seen evidently in the Fourier transformed Ni K-edge EXAFS spectrum of
[(u-bpym){Ni(Mes)Br},] (Figure 2(d)), where the peaks of the first (carbon and nitrogen backscatterers) and
second (bromine backscatterer) coordination shells are no longer separated like in the Fourier-Transformed
spectra of [(bpym)Ni(Mes)Br], [(Mebpy)Ni(Mes)Br] and [(bpz)Ni(Mes)Br]. The increase in the Ni-C/N
distance of the first coordination shell can be explained due to the difficulties of the bpym bridging ligand to
coordinate with two metal atoms in an optimal way. Such results were also reported earlier for similar
dimeric complexes [6, 7].
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Table 1 Structural parameters of the solid complexes determined from the Ni K- and Br K-edge EXAFS spectrum.

[a] r[A] N o [A] AEy[eV] k-range [A™]
Fit-Index
[(Mebpy)Ni(Mes)Br] Ni-C/N  1.93+0.02 3.1+0.3 0.093+0.006  25.6 3.70 — 13.00
Ni-Br 229+0.02 09+0.2 0.062+0.008 27.6

Ni-C 2.79+0.03 38+1.1 0.099+0.019
Br-Ni 229+£0.02 1.0x0.1 0.064 £0.007 18.5 4.40-13.40

47.8
[(bpym)Ni(Mes)Br] Ni-C/N  1.914+0.02 28+03 0.056+0.006 27.6 3.70 — 12.50
Ni-Br 229+0.02 12+02 0.054+0.008 23.7

Ni-C 2.82+0.03 28+0.8 0.063+0.019
Br-Ni 229+£0.02 09x0.1 0.051+£0.007 13.5 4.00-12.50

30.6
[(bpz)Ni(Mes)Br] Ni-C/N  1.92+0.02 33+03 0.093 +0.009 25.1 3.70 — 15.00
Ni-Br 229+0.02 0.8+0.1 0.058+0.008 25.5

Ni-C 280+0.03 46+14 0.090+0.027
Br-Ni 229+£0.02 1.0x0.1 0.064 +0.006 16.5 3.70 - 14.00

30.6
[(n-bpym){Ni(Mes)Br},] Ni-C/N  2.03+0.02 2.6+03 0.097+0.009 223 3.65-15.80
Ni-Br 230+0.02 08+0.1 0.063+0.009 26.2

Ni-C 282+0.03 17+14 0.092+0.027
Br-Ni 230+£0.02 1.0x£0.1 0.077£0.008 15.7 3.70 - 15.00

47.0
[(bpy)Ni(Mes)Br], Ni-C/N  1.92+£0.02 3.1+0.3 0.081%0.008 28.0 3.60 - 14.90
EXAFS [3] Ni-Br 230+£0.02 1.0x0.2 0.062+0.011 21.8

Ni-C 281+0.03 56+1.7 0.110+0.030

Br-Ni 230x£0.02 09x0.1 0.060+0.006 14.5 3.60-11.30
23.5

[a] absorber-backscatterer distance r, coordination number N, Debye-Waller factor ¢ with their calculated deviation, shift of the energy threshold AE,
and the fit-index R.
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Spin Polarization Transfer for the resonant Kr 3d™ 5p Auger Decay

T. Khalil, M. Drescher, N. Miiller, S. Fritzsche', N. M. Kabachnik and U. Heinzmann
Universitdt Bielefeld, Fakultdt fiir Physik, 33615 Bielefeld
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We have measured the transferred spin polarization of the resonantly excited 3ds»™'5p and
3ds27'5p Auger electrons of krypton. The resonant Auger transitions correspond to the
excitation of an inner 3d shell electron to an unoccupied 5p Rydberg orbital. The two fine-
structure components of the core 3ds;, and 3ds,, have a separation of about 1 eV and can be
discriminated with moderate photon bandwidth (Fig. 1), while the corresponding splitting in
the Rydberg state is not resolved ( Fig. 1). The inspected resonant Auger spectrum is
characterized by a strong final-ionic-state interaction [1] . Correlation satellites ( V in Fig. 3
and 4) result from a strong mixing of the final-state configurations 4s'4p 'np of the diagram
transitions with 4s?4p~ mdnp configurations. Shake-up satellites (IV in Fig. 3 and 4) result
when the spectator 5p electron is shaken up to an upper orbital in the Auger decay.

*
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Figure (1). The dipole excitation of resonantly excited Kr 3d”" 5p leads to three initial resonances with J = 1.

The transferred spin polarization component [4] of the resonantly excited
Kr 3d™ 5p was measured in the electron-fixed frame shown in (Fig. 2) at @ = 90°; with

Py =-(1-1/2 s Aso)" E1A10, (1)



Figure (2). The Z-axis of the laboratory coordinate frame (X, Y, Z) is oriented along the photon beam whereas
the electron-fixed frame (X, y, z) is oriented along the direction of the Auger electron.

where Ay and Ay are the orientation and alignment of the resonance, respectively and a; is
the intrinsic anisotropy parameter which determines the angular intensity distribution of
Auger electrons. The intrinsic parameter &; characterizes the spin polarization component Py,
which corresponds to the spin polarization transfer to the electron in this geometry.

Figures 3 and 4 present the measured spin polarization for the 3ds,™ 5p and 3ds,™" 5p
excitation, respectively. The experimental uncertainty includes the statistical error but is
dominated by the uncertainty due to the analyzing power S.s of the Mott polarimeter.

The large value of the transferred spin polarization is partially due to the large value of the
orientation Ao =V(3/2) [2, 3]. Comparison with the calculation based on the
multiconfiguration Dirac-Fock approach taking into account both initial state and final ionic
state configuration interactions reveals excellent agrement.
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Figure (3). The measured transferred spin polarization of the resonantly excited 3d™s,, 5p state of Krypton
[circles] and the calculated values [open squares].



Resonantly excited 3d”, 5p state of krypton
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Figure (4). The measured transferred spin polarization of the resonantly excited 3d™'5, 5p state of Krypton
[circles] and the calculated values [open squares].
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Study of the dynamics of the doubly excited states of H,

M. Glass-Maujean, S. Klumpp*, L. Werner*, A.Ehresmann* and H. Schmoranzer*

Laboratoire de Dynamique des Ions Atomes et Molécules, Université P. et M. Curie /CNRS, 4, pl
Jussieu, F-75252 Paris Cedex 05, France

* Fachbereich Physik, Technische Universitit Kaiserslautern, D-67653 Kaiserslautern, Germany

HPP contract: HPP18/130801

Correlations between electrons have been neglected in most of the classical approaches of atomic
or molecular physics. Calculations of these correlations are now possible for simple systems. Doubly
excited states are systems in which correlations are especially important. The doubly excited states of
molecular hydrogen constitute one of these calculated simple systems [1].

The dynamics of the H, doubly excited states are very sensitive to the electronic correlations as
several processes are in competition with each other: autoionization (H,**—>H, +¢"), dissociative
ionization (H,**—H+H'+e") and dissociation into neutral atoms (H,**—H+H* or H*+H*)[2,3].

The photon excitation of these doubly excited states out of the ground state in the 25-50eV energy
range is allowed only through electron correlations, so that their absorption cross sections are very low
(10" c¢m?). The absolute values of the absorption cross sections are also of interest in the correlation
study.

We are interested in the process of dissociation into neutrals. The dissociation yield is a few
percent of the global excitation. Such dissociation leads to excited fragments which may radiate. The
atomic radiation wavelength is characteristic of the principal quantum number of the excited state, and
its decay times are characteristic of the orbital momentum states of the atomic fragment.

Fluorescence radiation of the atomic H(n=2) fragments was detected through Lyman—o (121
nm). Time analysis of the
fluorescence decay was performed
using the single-photon technique.

The H(n=2) states are of 2s or
2p configuration where the 2s atoms,
being metastable, may radiate only by

Q, collisions so that the 2s fluorescence
has to be slow and pressure-
cascades dependent [4, 5].

In the 25-50eV energy range,
several doubly excited states excited
by photons out of the ground state
may lead to dissociation followed by
Lyman—a fluorescence. They belong
15 200 250 300 350 400 450 500 550 to the configurations (in the Franck-

lambda (A) Condon region) 2sn/ (Q, states) or

Figure (1): Ly-a excitation spectrum. Experimental 2pnl (Q, states). The . excitation
points with fitted theoretical curves. threshold of the Q, states lies by 3eV
higher than the Q; state threshold so

we can distinguish the relative contributions. The Ly—a fluorescence may also originate from cascades
following the process: Hy+hv—H(3%S)+H(1s)—>H(2°P)+H(1s)+hv [6]. An excitation spectrum of the
Ly—a fluorescence had been published a quite long time ago (see figure 1) showing the different
contributions [3].

The Q, states excited by photons and leading to H(n=2) atoms may be Q, 'TI (1) or Q; 'Z4(2)
yielding 2°P or 2°S, respectively[6]. The H(2’S) to H(2°P) ratio will give the ratio of the dissociation
cross section of the Q, 1211(2) to Q ll'Iu(l) states.

The Q, states lead to H(2’P) atoms + H(n/). The lowest one identified as the Q, 'TI,(1) yields
H(2°S) + H(2°P) [6,7]. The Q, 'TI,(2) yields H(2°S) + H(2°P) [6], its energy range is the same as for the
Q, 'TI,(3) and Q, 'TI(4) states yielding H(2’P) + H(n=3). The experimental value of the H(2S) to
H(2%P) ratio will give a value of the Q, 'T1,(2) dissociation cross section.
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The decay due to the H(3%S) cascade process is slow (the lifetime of the H(3’S) atoms is
expected to lie between 150 and 50 ns depending on the pressure[8]).

We analyzed the decay at 12 different energy values between 28 and 45 eV (or 44.3 to 27.5 nm)
for at least four pressure values from 3 to 15 ubars. Each Ly—a decay curve is analyzed as a double-
exponential decay function. The fast exponential component is assigned to the P signal, the slow one to
the S signal or to cascades. The signal to noise ratio does not allow us to fit each decay curve with a
three-exponential function with varying widths. The cascade could only be distinguished from the
H(2%S) collision-induced fluorescence through its pressure dependence.

The populations at ty=0 of the initial atomic states are proportional to the area of the exponentials
of their decay component.

100 o

>
3

number of counts
number of counts

T T T T J
0 20 40 60 80
time (ns) time (ns)

Figure 2: Ly-a decay curve for an excitation energy of 30eV (left curve) and
36 eV (right curve) and a pressure of 7 microbar

The fast component lifetime is found to be much shorter than the theoretical H(2°P) one at low
energy values (E<32eV) and longer than the theoretical one at high energy (figure 2). No explanation
has been found yet.
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Figure 3 : pressure dependence of the slow to fast component ratio for two
values of the incident energy.

At low excitation energy, the slow component area presents a quasi linear pressure variation,
indicating H(2’S) atoms formation, and a quadratic behavior at high energy, typical of a pure H(2°P)
formation (figure 3). This result has to be confirmed. The full analysis of the experimental data is not
achieved yet. It seems that both Q, ll'Iu(l) and Q, 1Zu(Z) states dissociate into neutral atoms.
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Photofragmentation of small molecules is studied in general for covalent bound molecules.
Fragmentation studies on molecules like Cs halides CsX, which are prototype molecules of
ionic bonding have not been done up to now. Cs halides are known to produce almost only
monomeric vapours on heating which are free from small clusters (CsX),, [1]. First experi-
ments on the photoabsorption of CsCl have been done by Radler et. al [2] in the region of
the Cs 4d — (4e)f excitation showing a close correspondence between the photoabsorption
of atomic Cs and molecular CsCl. First experiments in photoemission were done using he-
lium discharge lamps and synchrotron radiation [3, and references therein]. Spectra from all
diatomic species have been observed and spectra have been successfully interpreted in terms
of simple ionic models [3].

In CsCl and BaCly crystals inter-atomic processes in the form of cross luminescence are
observed. To investigate these decay processes we have studied the photofragmentation of
the molecules CsF, and CsBr in the region of the Cs 4d giant resonance and the Cs 3d
and F 1s excitation. The experiments have been performed at the U125/2-SGM (BUS)
beamline and the U49/2-PGM1 beamline, respectively using a small time-of-flight (TOF)
mass spectrometer.

In atomic Cs the 4d — (4¢)f photoabsorption is dominated by a strong shape resonance,
due to the non-collapsed 4 f wavefunction. Therefore in partial ion yield spectra one observes
ionized ions from Cs?* up to Cs** [4]. In the case of a collapsed 4f wavefunction, where the
excitation has be to described as a resonant excitation into the 4f orbitals, this will result in
lower ionization stages [5, 6]. The collapse of the 4f wavefunction depends strongly on the
charge of the ion, which has been shown the first time for Ba atoms and ions by Lucatorto
et. al [7], and has recently been observed for Cs ions by Cummings et. al [8]. Now the question
arises in which way the charge of the Cs ion in the molecule will influence the 4 f wavefunction
and the decay of a core hole.

Figure 1 shows the partial ion yield of free CsBr molecules in the region of the 4d — (4e) f
excitation, which is very similar for all Cs halide molecules. The shape of the resonance
is very similar to atomic Cs, however in contrast to atomic Cs only the lower ionization
stages photofragments Cst and CsT2 are observed. This is an indication for a collapsed 4f
wavefunction, however in this case a different shape of the resonance is expected. In the
atomic ion this collapse shows up by sharp Rydberg like resonances. Thus, in the molecule
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Figure 1: Partial ion yield of free CsBr molecules in the region of the Cs 4d excitation.

the fragmentation has to be explained in a different way. The 4 f wavefunction still has to be
treated as uncollapsed, however due to the halide ligand the 4f electron will now be bound
in the molecular field. Therefore the decay of the Cs 4d hole can be explained more like a
resonant excitation, which results in the low ionization stages for the Cs ion photofragments.

Another interesting point is a charge transfer subsequent to a core hole excitation. To
shed some light into this problem we have also measured the Cs 3d and F' 1s excitation of CsF
molecules. Here in almost the same energy range a core hole excitation of both compounds
Cs and F is possible. The partial ion yield for the different observed Cs ions is shown figure 2.
In the Cs* channel the F 1s excitation shows up as a small resonance at 685 eV photon
energy. This results from a simply fragmentation of the molecule after the F 1s excitation.
However, the F 1s excitation is also observed in the Cs?* channel, but with a different energy
dependence. Here a very broad resonance structure between 685 and 700 eV photon energy
is measured. This enhanced Cs?* signal already at the F 1s edge indicates a charge transfer
from the Cs side to the F side of the molecule.

The authors would like to thank the BESSY staff for their support during the beamtimes.
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High resolution studies of the photoionization excitation of Ne and Ar satellites
incuding the partical wave analysis for the autoionization of doubly excited states

B. Zimmermann, S. Kammer, S. Mickat, R. Schill, K.-H. Schartner
I. Physikalisches Institut, Justus-Liebig-Universitat, D-35392 Giessen
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The photoionization of the rare gas valence shells at threshold energies of excited ion states
is a clear demonstration of electron correlations. Close to the thresholds it is strongly
enhanced by autoionization of doubly excited states. Direct excitation is a comparably weak
channel with the consequence of absorption type resonance profiles. Due to the open mp*
shell of the ion core with its three LS-coupled states (°P, 'D, 'S) a correspondingly large
number of Rydberg series can be excited producing a complicated overlap of autoionization
resonances. This became already evident in the pioneering absorption studies by Madden et
al. for Ar [1]. The corresponding experiments for Ne by Codling et al. [2] showed a clearer
separation of Rydberg series favouring Ne for the analysis of doubly excited states [3,4],
while for Ar one has to confine the experiments to the lowest excited ion states in order to
avoid the complexity of classification [5].

We have studied the Ne* 2p* (°P) 3p 2P, ('D) 3s ?D- and the Ar* 3p* (°P) 4s **P-satellite
production using the method of photon induced fluorescence spectroscopy (PIFS) [5].
Fluorescence spectra in the spectral range of the visible and the VUV were accumulated as
function of the energy of the exciting photons. Their energy was varied between 52.0 eV and
55.5 eV for Ne and 32.4 eV and 34 eV for Ar, respectively. The bandwidth of excitation was
4.5 meV.

In fig. 1 we present the cross sections for populating the Ne* (°P) 3p ?P- and *P-states as
well as the Ne* ('D) 3s ?D-states. The threshold energies (~ 52.1 eV) for the (°*P) 3p *P- and
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Fig. 1: Photon induced satellite production cross sections for the Ne* (°P) 3p ?*P- and
Ne* ('D) 3s ?D-states as function of the exciting photon energy.



the ('D) 3s D-states are practically degenerate, i.e these states are not separable by PES.
Included in fig.1 are Rydberg series of doubly excited states classified by Codling et al [2]
and by Schulz et al [3]. For Ne, satellite production is favoured by a 6 % admixture in the
ground state of the 2p° 3p configuration. In consquence, the (°P) 3p 2P-states can be
populated by dipole allowed one electron transitions, while the direct population of the *P
component is forbidden in LS coupling: The experiment shows direct excitation of the 2P-
states and Fano type interference profiles caused by the autoionization while the “P-states
are populated exclusively through autoionization. This holds also for the ('D) 3s ?D-states for
energies below 53.3 eV. Above 53.3 eV the direct excitation process becomes visible. At this
energy, also the cross section for the (°P) 3p ?P-state — and here especially for the J = 1/2
state — shows a shoulder which is unexplained. Calculations for the cross sections in fig.1
have not been published so far.

For a sensitive test of initiated future calculations, the results presented in fig.2 are certainly
of interest. The cross section for populating the J = 3/2 fine structure component of the
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Fig. 2: Cross section for the Ne* (°P) 3p “P3-state and angular anisotropy parameter Ry for
the Ne* 2s? 2p* (°P) 3p (*Ps2) —> (°P) 3s (*Pap.12)-transitions as function of the
exciting photon energy.

(*P) 3p “P-state is shown in the energy range of the higher n-members of the (°P) 3p
(2P3,2,1,2)ns, nd Rydberg series. In the lower part the angular anisotropy parameter 34 for the
Ne* 2s? 2p* (°P) 3p (*Ps2) —> (°P) 3s (*Paj2.152)-transitions as function of the photon energy
are reproduced. These data can be interpreted with respect to the contribution of the three
allowed electron partial waves with je = 5/2, 3/2, 1/2: On the ns—resonances, the s4,, partial
wave dominates, the decay of the nd — resonances seems to favour the ds, partial wave i.e.
the total angular momentum of the Rydberg electron is nearly conserved in the autoionization
process. We add, that for the (3P) 3p *Ps-fine structure component, no energy dependence
of 3 is observed with 34 values supporting a preference of jg = dso.



For Ar as target gas, the high resolution experiments concentrated on the Ar* 3p* (°P) 4s 2*P-
states. In the earlier results [6] only two broad peaks were observed at 32.5 eV and 32.8 eV.
The present result is reproduced in fig. 3 which shows the resonance enhancement in this

exciting photon energy / eV
Fig. 3: Intensity of the Ar* 4s 4P5,2,1,2 satellites as function of the exciting photon energy.
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range as it was measured using the BESSY Il U125/1-PGM beam line. Included in fig.3 are
the energies of the 4s (2P3,2,1,2) nps;2,12 Rydberg states. The thresholds of the 4s ‘P, fine
structure component have values between 32.99 eV and 32.57 eV, while the 4s p, -state
and the 4s ?P,,-states can be populated from 32.9 eV and 33.08 eV upwards. The intensity
increase of the higher n-members is due to a perturber identified by Baig et al [7] as (°P) 3d
(°Fs,)4p doubly excited state. We have additionally measured the total ion yield, and the
result for the 32.8 eV range is shown in fig. 4. in connection with fluorescence spectra
observed at the indicated energies below and above the 4s 2p,,, threshold.

While the Ne results are already on an absolute cross section base, the Ar data are still
relative but can be normalized in further experiments on the Ar 3s electron ionization cross
section. In order to determine the energy positions of the Rydberg states the satellite
intensity as function of the photon energy seems to be better suited than the ion signal which
has to be analyzed by Fano profiles. While the 4s (2P3/2)np3/2,1/2 series has been modelled [7],
the 4s (2P1,2)np3,2,1,2 series been omitted. The analysis of the resonance enhancement of the
4s 2P, -state by the 4s (2P1,2)np3,2,1,2 series is in progress and should help in measuring the
energy positions for the higher n members of this Rydberg series.

Funded by the Deutsche Forschungsgemeinschaft under contract numbers Scha 235/16 and
Schm 379/12.
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Photodissociation of CO and O, Rydberg states into neutral fragments at exciting-
photon energies of about 20 eV investigated by fluorescence spectroscopy
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Motivation. Photon-induced fluorescence spectroscopy (PIFS, Schmoranzer et al.
2001), recording dispersed fluorescence radiation from excited fragments as a function of the
energy of the exciting-photons, has proven to be a valuable tool for the investigation of
photodissociation processes of small molecules into neutral fragments. Using beamlines at
third generation synchrotron radiation sources it is possible to combine narrow bandwidth of
the exciting-photons and high flux, which enables the use of high resolution fluorescence
spectrometers to measure the dispersed fluorescence. Therefore this technique has been used a
few years ago to experimentally prove that the O, vibronic Rydberg states (c*Ty) nso °%y
(v=1) and (¢'Z,) ndo T, (v=1) prefer to dissociate into fragment pairs OI + OI(*S%)ns/
(n-1)d and OI + OI(*S°)nd/(n+1)s, respectively, whereas the corresponding states with v =0
show a very weak dissociation only (Ukai et al. 1995, Liebel et al. 2000). Since these
superexcited Rydberg states are test cases to study the competition between dissociative decay

and autoionization, a new set of experiments have been carried out.

In case of CO the photodissociation into neutral fragments has been investigated
previously by (undispersed) fluorescence (Ag = 105nm — 200nm) excitation spectroscopy after
excitation by narrow bandwidth photons (AE = 13meV at 23.4eV, Ehresmann et al. 1997).
There, new Rydberg series converging to the CO" D state have been tentatively assigned in
the exciting-photon energy range between about 21eV and 23.4eV. In a parallel investigation
(Ehresmann et al. 1996) dispersed fluorescence (Ain=1.3nm) has been recorded as a
function of the exciting-photon energy with a bandwidth of AE =40meV at 20eV to
disentangle the dissociation of these Rydberg states into specific neutral fragments. Although
some general features have been observed, the bandwidth and fluorescence resolution have
not been sufficient to allow detailed conclusions. Here it has been found necessary to carry
out additional experiments to verify the previous assignments of the vibronic molecular

Rydberg states and to investigate whether there are preferred dissociation channels.

Experimental. In the experiments on O, and CO, monochromatized synchrotron
radiation of energies around 24eV with very narrow bandwidth of about AE = ImeV from
beam line U125/1-PGM at BESSYII was used to excite CO or O, gas in a target cell at room
temperature. In case of O, the impinging photons excite the above mentioned Rydberg states

which subsequently decay via (pre-)dissociation or autoionization. Since the dissociation



process forms excited Ol fragments the spectroscopy of fluorescence in the wavelength range
between Ag=91lnm and 105nm with a resolution of Aig=0.2nm was used for the
determination of dissociation probabilities into fragment pairs with an excited OI fragment.
Simultaneously the yield of positive ions was measured as a function of the exciting-photon
energy. For CO, the probabilities to form excited CI fragments were measured through the
intensities of dispersed fluorescence in the wavelength range between 115nm and 135nm and
the ones to form excited OI fragments through fluorescence in the wavelength range between
91nm and 105nm as a function of the exciting-photon energy. The bandwidth of the exciting

photons was set to 2meV and the fluorescence resolution to Alg = 0.2nm.
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Fig. 1:Ion current (top panel) and fluorescence intensities summed between wavelengths of 91nm
and 105nm (bottom panel) as a function of the energy of the exciting photons, both normalized
to the flux of the incoming photons.

Results. Fig.1 shows a part of the results for O, in the exciting-photon energy range
between 24.1eV and 24.5¢V. The vibronic Rydberg states with v =0 show a strong photoion
signal, whereas they are only weakly seen in fluorescence. This implies that these vibronic
bands preferentially autoionize rather than dissociate. In contrast, the vibronic Rydberg states
with v = 1 do dissociate strongly, whereas they practically cannot be identified in the photoion
yield signal, i.e. these bands prefer to dissociate rather than to autoionize. With the narrow
bandwidth of the exciting photons it was even possible to observe the envelope of single
rotational branches of the autoionising Rydberg states with v = 1. The profile of the branches

is determined by the rotational constants of the involved electronic states and the type of



electronic transition in the excitation. In this case the excitation is a X-X transition and
correspondingly only P and R branches are expected. Simulations show that the P branch is
sharp with high intensity, whereas the R branch is smeared out over a wider exciting-photon
energy range. The two closely lying sharp peaks in the ion current at energies of the vibronic
Rydberg states with higher n therefore do not represent the P and R branches rather than the P
branches of the two Rydberg states (c*'T,)nso’Z, (v=0) and (c'Zy)
ndo °Z, (v=0). As accompanying theoretical estimates show, the natural widths of the
rovibronic Rydberg states with v =0 are decreasing as n increases, which is easily seen in

Fig.1 as well through the narrowing of the P-branch peaks in the ion current.
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Fig.2: a) Two-dimensional grey scale plot of intensities of the dispersed fluorescence as a function of

fluorescence wavelength and exciting-photon energy. Top panel: fluorescence intensities
summed over the whole exciting-photon energy range and assignment of peaks to fluorescent
species (numbers correspond to the approximate transition wavelength). Right panel: excitation
spectrum of undispersed fluorescence between 115nm and 135nm.
b) Comparison of CI fragment fluorescence excitation spectra for fragments with outer 4d,
5d/6s, and 6d/7s electrons, representing the population probabilities of the corresponding
excited fragments after dissociation. Highest intensities (see arrows) are observed after (pre-)
dissociation of superexcited molecular Rydberg states where the Rydberg electron possesses
approximately the same effective principal quantum number as the Rydberg electron of the
excited CI dissociation fragment.



For CO the observed dispersed fluorescence as a function of the exciting-photon energy
is shown in Fig.2a in a two-dimensional plot where the intensities are plotted as grey scales as
a function of both the fluorescence wavelength and the exciting-photon energy. This data was
used to check the previous assignments of dissociating molecular Rydberg states. Most of the
assignments of spectral features to dissociating vibronic Rydberg states given in Ehresmann et

al. (1997) were verified and a yet unknown series could additionally be assigned.

In the fluorescence wavelength range between 91nm and 105nm, where only excited OI
atoms fluoresce, practically no fluorescence was observed. Intensities of OI fluorescence
observed in the spectral range between 115nm and 135nm (see Fig.2a) are mainly due to
higher-order exciting photons. Therefore it is concluded that excited oxygen atoms will be
formed only very weakly by the dissociation of the superexcited Rydberg states. Practically
only excited carbon atoms emerge from the dissociation of these Rydberg states. Evidence
was found that the vibronic states of the Rydberg series Rp(ny,so, v), converging to the CO'D
state, preferentially dissociate into fragment pairs where excited carbon fragments of the
electron configuration 1s*2s*2p'nss are formed (i.e. the principal quantum number n of the
carbon Rydberg electron has the same value as the principal quantum number n,, of the

Rydberg electron in the dissociating molecular state).
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The 3p giant resonances of atomic Manganese:
Energy dependent investigation of the
fine structure resolved photoelectron spectra
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Institut fiir Fxperimentalphysik, Universitdt Hamburg

The photoabsorption spectrum of atomic Mn shows pronounced resonances in the region of the
3p excitation at about 48-55 eV. The reason for this is a large overlap of the 3p and the 3d orbitals
which channels the majority of the oscillator strengths into discrete transitions Mn 3p®3d°4s?
— Mn 3p°3d%4s? of the 3p electrons into the unfilled 3d subshell and also causes the subsequent
autoionization of these states Mn 3p°3dS4s?> — Mn*13p®3d*4s% + ep, f.

As the half filled 3d subshell forms the rather stable ground state Mn 3d°4s% 65 /2 (the level with
the next lowest energy is more than 2 eV away) the main resonances are due to the transitions
Mn 3p%3d®4s? 65 — Mn 3p°3df4s% 6P. The main photolines are caused by the autoionization
decay Mn 3p*3d®4s%2 °P — Mn™*3p®3d*4s® 5D + ep, f. This was already studied in detail by
Witfield in [1].

The experiments were carried out at the beamline U125/2-SGM-1 (BUS beamline). The atomic
beam was produced by thermal evaporation of the metal at temperatures of about 1200 K.
The atoms were crossed by a monochromatized photon beam and the resulting photoions and
photoelectrons were analyzed by a time-of-flight spectrometer or electron analyzer (Scienta SES
2002).
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In figure 1 the partial ion yield for Mn'* and Mn?* is presented. The giant resonance can easily
be seen in the 14 ion yield starting at about 48 eV. With higher photon energies the creation of
doubly charged Manganese becomes possible for example via 3p — 5s, 4d excitation and decay,
seen between 54 and 56 €V in the 24 channel.
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The photoline resulting from the main Super-Coster-Kronig (SCK) autoionization decay is de-
picted in figure 2. The spectrum has a overall experimental resolution of 15.5 meV at a photon
energy of about 50.5 eV which is excellent for photoelectron spectra taken from a metal vapour.
Its assignment of 3d*4s? 5D lets it split up into five fine structure states, which are quite well
separated.
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The CIS spectrum of the main decay line is presented in Figure 3. To record this kind of
spectrum the electron analyzer software was extended by a monochromator control module. In
one of our previous experiments there was a indication for an energy dependency of the intensity
of the five fine structure lines, which however could not be confirmed by closer analysis of this
new data.
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Photoionization experiments of atomic Fe and molecular FeCl,
in the region of the L edge of Fe
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Photoionization of 3d elements and their compounds in the region of the 2p excitation/ionization
has become a powerful technique to study their magnetic and electronic properties (e.g. [1]).
The analysis of the spectra relies on the correct interpretation of the interactions of the cole hole
with the valence electrons. Gas phase experiments on Sc, Mn and Ni have shown [2, 3, 4, 5] that
the spectra cannot satisfactory be described by the one-electron picture of the 2ps/5 — 2py /9
spin-orbit splitting but a large amount of the multiplet structure is caused by multi-electron
effects due to the electrostatic interaction of the 2p hole states with the unfilled 3d subshell.
We have studied the 2p photoabsorption and photoemission spectra of atomic Fe and molecular
FeCly. The atomic or molecular beams were produced by thermal evaporation of the metal or
compound using temperature of roughly 1750 K for Fe and 700 K for FeCl,. The absorption
experiments were performed at the beamline U49/1-SGM-1 in the energy region from 700 to
730 eV. The photoions where detected by a conventional time-of-flight spectrometer which was
operated in pulsed voltage mode. The photoelectrons were produced by photons of 800 eV and
analyzed by a Scienta SES 2002 spectrometer.
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Figure 1 shows the total ion yield spectra of Fe and FeCly. One observes that in the atomic case
the spectrum is dominated by the spin-orbit splitting of 2p; /5 — 2p3/2 but also contains additional
features originating from the Coulomb interaction of the 2p hole with the 3d valence electrons.
Comparing this with the molecular spectrum this multi-electron effect nearly disappears, which
suggests that the molecular influence effects the localization of the 3d electrons.

In figure 2 the 2p photoelectron spectra of the Fe and FeCly are depicted. Also the photoemission
spectra are dominated by the spin-orbit splitting. Here the comparison yields more pronounced
differences. The atomic spectrum shows the multiplet splitting whereas in the molecular case a
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double-peak structure appears. According to [6], where solid-state FeCly has been studied theo-
retically and experimentally, this is due to strong satellite transitions induced by the molecular
structure.
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High resolution photoelectron spectroscopy of atomic Cs
and Cs halide molecules
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Cs halides are regarded as molecules of pure ionic bonding. Photoelectron spectroscopy is an
ideal tool to investigate the details of this bonding as a function of the halide counter part.
Furthermore, we were interested to what extent the electron binding energies derived from the
gas phase molecules correlate with the binding energies of the respective alkali halide salt
dissolved in liquid water (see figure 2). In aqueous solution, at least for sufficiently low salt
concentration, the respective anions and cations are individually solvated. Therefore it is
expected that in the solution the binding energies of the Cs lines do not vary under the
exchange of the halide part.
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Figure 1: Photoelectron spectra of atomic Cs
and the Cs halides at 100 eV photon energy.



The Cs metal and the Cs halide molecules have been evaporated from a resistively heated
crucible. The resulting free atomic/molecular beam was crossed with the synchrotron
radiation. The photoelectron spectra were recorded by a Scienta SES-2002 hemispherical
electron analyzer mounted under the magic angle with respect to the polarization of the
synchrotron radiation. In addition, the charge and mass distribution of the photofragments
could be analyzed by a time-of-flight ion spectrometer. This TOF enabled us to analyze the
molecular fragmentation and the portion of dimers in our molecular beam.

Figure 1 shows the photoelectron spectra of free Cs atoms and the Cs halides taken at a
photon energy of 100 eV. The most prominent features are the Cs 4d photoelectron lines, also
the I 4d and the Br 3p can be seen easily. The strong enhancement of the I 4d lines (compared
to Br 3d) is due to the 4d —4f giant resonance.

The Cs 4d spectra of the Cs halides are, as expected, entirely core like. They consist of two
features (see figure 1), 4d;, and 4ds,. Additional features at the lower binding energy side of
these lines can be attributed to photoemission from dimers. As for the Cs 5p photoemission,
the binding energy increases with the decrease of the electronegativity of the halogen anion.
Another important similarity to the Sp shell ionization is that the binding energy of the 4d
shell from the Cs" cation is very close to that of the free atomic Cs (compare figure 1).

Cs' 4d’
1 4d’
water valence orbitals
=
ED Cs Auger
©n I Auger
8 \ \
2 1.7 molal CsI
E aqueous solution
5]
2
Qo
=
1 5p"
gas phase Csl
W J_ A
.......... L e o e o o o e e e e e e e L e o e e e e e e L B i e s e o
100 80 60 40 20 0
binding energy [eV]

Figure 2: Comparison of the photoelectron spectra of gas phase Csl
and Csl dissolved in liquid water.

The comparison of the photoelectron spectra of gas phase Csl and Csl dissolved in liquid
water (figure 2) reveals distinct differences in the binding energies for the photolines and the
Auger lines. A closer analysis of these shifts can give a deeper insight in how the solvation
takes place and also into the mechanisms of ion bonding.
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Introduction: Moleaular Auger spedra are complex due to the large number of doubly char-
ged final states that can be populated. Moreover, in conventional Auger eledron spedroscopy
contributions of all intermediate states are overlapping in the final spedrum. These interme-
diate states can be different vibrational states of the core ionized moleaule, but in moleaules
with several chemicdly inequivalent atoms with the same nuclea charge, contributions of
these will overlap aswell. A smple example of the latter case is the nitrogen K-shell photo-
ionization of dinitrogenoxide, N,O.

N.O isalinea moleaule. Its composition can ke written as Nt=N¢c=0, where N+ and N¢ are
cdled the terminal and the central nitrogen atom. Their N 1s photoionizaion thresholds are
4085 and 4125 eV, resp. Inthis projed, we have used a new apparatus to separately record
the K-WV Auger spedra of the two chemicdly shifted nitrogen core hole speaes. To this end,
the Auger eledrons were deteded in coincidence with the pertaining photoeledrons.

Experimental: Eledrons were deteded by a combination of a Scienta 200 hemisphericd
eledron spedrometer with two time-of-flight (TOF) detedors. The construction of the hemi-
sphericd analyser alowsto deted an energy window of 0.1 times the passenergy in parallel.
For the purpose of these experiments, it was equipped with afaster position sensitive dedron
detedor based on the delay-line principle. This also allowed time and energy resolved detec
tion of the dedrons recaved in the hemisphericd spedrometer on an event-by-event basis.

Dueto its superior resolution for high energetic dedrons, the Scientawas st to deted a
portion of the N,O N K-V Auger spedrum. With 150eV passenergy, an interval of the
spedrum of 15 eV width could be recrded without scanning the analyser voltages. The
pertaining N 1s photoeledrons were recrded by the time-of-flight spedrometers.

After initial set-up of the goparatus in single bunch mode, this arrangement was used for coin-
cident spedroscopy of eledron pairs in multi bunch aswell. Arrival times of eledronsin all
analysers were recorded relative to the BESSY bunch clock, and were supdemented by a
unique bunch number recaved from a wunter which is incremented by the bunch clock. The
event file resulting from these data can thus be searched for eledron-eledron coincidencesin
retrosped.

The discrimination of random coincidences from
true events by this method is well possble even
in multi bunch, sincethe true mincidences occur
at afixed time difference between the two
eledrons deteded in the Scienta an in the TOF.
delay-line anode | The aincidencerate anounted to 1 Hz.
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Fig. 1. Intengity plot of coincident events. The horizontal axisis proportional to the flight
time of the photoelectron in the TOF spectrometer referred to the arrival time of the Auger
electron, the vertical axis displays the kinetic energy of the Auger electron. The two light,
vertical lines pertain to true coincidences, which occur at a fixed time difference of the two
electrons, while the background of random coincidences may occur at any time difference.
The energy spectrum of the true coincidences displayed in Fig. 3 is obtained from this plot
by adding the channels of equal energy for each of the vertical lines, and subtracting a back-
ground of random coincidences.
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Fig. 2: N K-V Auger spectrum of N,O, separated into contributions from the terminal (N+)
and the central (N¢) nitrogen atom. The stick diagram below displays results of an ab initio
calculation.

For this project, in 2002 two weeks of single bunch and two weeks of multi bunch beamtime
were alotted. We acknowledge funding by the DFG under contract no. He 3060/3-3 and by
the EURATOM program.
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Double photoionisation of helium and argon double Auger decay
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Our studies in double electron emission concentrated on the double Auger decay as well as the
higher energy regime of the helium double photoionisation.

Double Auger emission is an important manifestation of strong electron correlation in processes
governed by the Coulomb interaction. Despite the difference in the interaction Hamiltonian they
have much in common with double photoionisation phenomena. The major difference between
these two types of double electron escape processes is the fact that the symmetry properties of
the double Auger process are not influenced by a photon hence other symmetries of the two-
electron continuum states can be investigated. Although double Auger decay is discussed in the
literature for a long time now [1] it was not until last year when direct (i.e. coincident) energy and
angle resolved measurements have become feasible [2]. On the experimental side the coincident
investigation of the double Auger process involves the simultaneous detection of two electrons
which can share the available kinetic energy in an - in principle - arbitrary way. As the energy
in question is quite large the double Auger intensity is spread out over a wide range of kinetic
energies in the electron spectrum. Coincident time-of-flight electron spectroscopy is therefore a
very suitable technique for double Auger analysis because electrons of all kinetic energies can
be detected simultaneously. The apparatus used for these studies consists of a multi-detectors
coincident set-up based on 6 time-of-flight (TOF) analysers. Using the single bunch mode of
BESSY at beamline UE56/2-PGMI1 the relatively long time window of 800 ns allowed us to
cover the kinetic energy range from less than 0.5 to more than 200 eV which is expected for
electrons after ionization of the Ar 2p shell. A clear signature of double Auger processes are
visible as diagonal lines in the twodimensional coincidence spectrum displayed in fig. 1.
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Figure 1: Two-dimensional electron-electron coincidence spectrum of Ar taken at hv = 270 eV
along with the two corresponding non-coincident spectra.



The circular polarization mode of the UE56 undulators has enabled us to use our multi-detector
arrangement in a most effective way which allowed a measurement of the coincident angular
distribution of the double Auger electron emission for the first time (fig. 2).
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Figure 2: Coincident angular distribution of double Auger electrons taken at hr = 270 eV. The
energy sharing is close to equal energy sharing but the electron labelled ’a’ is always the slow
electron and emitted as indicated by the arrow.

The preliminary analysis shows that indeed different symmetries of the two-electron wavefunc-
tion are produced via the double Auger process. In particular the filling of the node in back-to-
back emission of the two Auger electron is a clear signature of symmetries which are different to
those after helium double photoionisation.

Furthermore we extend the studies of electron triple differential cross sections (TDCS) for Double
photoionisation (DPI) of He using circularly polarised light to higher energies. The data measured
at the beamline UE56/2-PGM2 complement our previous studies at lower excess energies. The
data will be analysed using the global parametrisation of Cvejanovic and Reddish [3], to derive all
amplitude parameters, including their relative phase shift, over a large range of excess energies.
In summary we have shown that rather different types of double electron emission processes can
now be characterized experimentally on a rather high level of differentiation. This opens new
perspectives for the investigations of strongly correlated electrons in particular with respect to
their angular correlations. Further measurements also on more complex systems will allow us to
obtain deeper insight into the generality of the three-body Coulomb problem properties [4].

This project has been supported by the Deutsche Forschungsgemeinschaft (Be 860/18-2) and the
Bundesminister fur Bildung und Forschung (BMBF-05KS1EB12).

References

[1] T. A. Carlson and M. O. Krause, Phys. Rev. Lett. 17, 1079 (1966)
[2] J. Viethaus et al., Hasylab Annual Report 2001, 227 (2002)

[3] S. Cvejanovic and T. Reddish, J. Phys. B 33, 4691 (2000)

[4] I Bray, Phys. Rev. Lett. 89, 273201 (2002)



Magnetic Circular Dichroism in the Ion Yield of Polarized
Chromium Atoms at the 2p-edge
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Magnetic Circular Dichroism (MCD) describes the different response of a magnetized
sample to left- and right-handed circularly polarized light. For a direct comparison
with solid state experiments, i.e. with absorption measurements of thin magnetic
films an absorption or total ion yield measurement is needed. We measured the
MCD for polarized chromium in the ground state (1s? 2s® 2p% 3s? 3p°® 3d° 4s' 7.S3)
at the 2p-edge.

Independent of the complicated dynamics near the 2p-edge sum rules for the MCD
asymmetry have been used to determine the expectation value of the orbital, spin,
and magnetic dipole momentum of initial state for different transition metal samples
[1]. These sum rules can be tested for the well known atomic ground state. The
orbital momentum is proportional to A;ua:

Aprag = Z5606V—5906V (]TT - ]lT)
> s60ev—s00ev (I17 +111)

L1 and I}; are the ion count rates measured for the two different target polarizations.

circular dichroism in total ion yield
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Figure 1: MCD in the total ion yield of chromium atoms. The dotted line belongs to
the count rate for unpolarized atoms, the solid and the broken line belong to the ion
count rate with opposite target polarization. The lower curve shows the difference
of the two count rates i.e. the MCD.
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Figure 2: The solid curve represents the HF calculation results, while the dotted
curves show the experimental results. (We convoluted the theoretical results with a
gaussian of 0.6eV and shifted it 1.9 eV in photon energy). The main features of the
data are described very well. The change in the MCD within the first peak is due
to the coupling of the 2ps/,-hole with the other open shells. The states under the
second peak have 2p;/, and 2ps/, contributions. Thus a separation of the 2p-edge
in an L3- and an Ls-interval is not possible for atomic chromium.

As the chromium ground state is an s-state, A;yq has to be zero which is in reason-
able agreement with our data A=-0.0074 £ 0.0048. For the calculation of the spin
momentum the 2p-edge has to be split into L3 and Lo intervals. We performed a
Hartree Fock calculation of the excitations at the 2p-edge, including the coupling of
the 2p-hole with the 3d and 4s shell.

The difference curve in figure 1 changes sign at 575 eV. This can only be explained
by a model that takes into account the coupling of the 2p-hole with the 3d and 4s
shell. The excitations that contribute to the peak around 275 eV contain mostly
contributions from the ps/,-hole. The situation is more difficult for the peaks around
585 eV. This region contains significant contribution from 2p;,- and 2ps/,-states.
Therefore the ground state spin momentum cannot be determined from the dichro-
ism at the 2p-edge for chromium. The contribution of 2p; /- and 2ps/s-states can
never be separated by an appropriate choice of the integration region. Despite some
differences of our MCD results with solid state MCD curves for chromium layers
2] and compounds [3], we assume that a mixing of the 2p;o- and 2ps/-excitations
is also possible in the solid state. Our results show that a double peak structure
of the absorbtion signal is no clear indication for a separation of 2p; /- and 2ps/o-
excitations.



The experimental technique:

The beam of polarized chromium atoms crosses the beam of circularly polarized
VUV synchrotron radiation from a Sasaki type undulator at the UE56-2 PGM1
beamline at BESSY II Synchrotron Light source. The ions are detected in a pulsed
time-of-flight ion spectrometer. The time-of-flight spectrum contains Cr™, Cr*t,
Cr3*, Cr**t and Cr°t-ions and contributions from unpolarized gas molecules N7,
O*, OH*. N, was introduced into the vacuum chamber during the measurement
for calibrating purpose. During the measurement the laser polarization, i.e. the
direction of the target polarization, was switched with a frequency of 0.1 Hz. De-
pending on the state of the pumping laser beam (positive helicity, negative helicity
or blocked), the time-of-flight signal of the ions is sent to one out of three input
channels of a TDC-module. In this way the three measurements of the ion count
rate were performed at almost the same time and the measured asymmetry is not
influenced by the varying intensities of the synchrotron light source and the atomic
beam.

The laser system consists of a 5 W UV Argon-ion pump laser and a tunable single-
mode cw Stilbene 3 ring laser with internal frequency locking. The linearly polarized
laser radiation is send through a fresnel rhombus. When the rhombus is rotated,
the polarization plane of the light is tilted by 90 degrees. A \/4-plate behind the
rhombus transforms the linear polarization to circular polarization of positive or
negative helicity. Chromium is evaporated in a 130 watt electron impact oven from
an molybdenum crucible at 1800 K. The atoms become polarized by laser pumping
when they pass the circularly polarized laser beam (40 mW, 1.5 mm diameter, 50
MHz bandwidth ). A magnetic field of approximately 500 mT parallel to the prop-
agation direction of the laser was applied to avoid any uncontrolled loss of target
polarization by rotation of the magnetic moment around the magnetic field. The
laser was 2 mm closer to the oven than the ionizing synchrotron radiation, to make
sure that no excited atoms contribute to the target. The pumping process reached
saturation, and the target polarization was higher than 80 %.

This work was supported by Deutsche Forschungsgemeinschafft Zi 183/12-1 and by
the European Union for beam time at BESSY II.
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Partial cross sections of doubly excited
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Double excitations in helium offer an ideal possibility to investigate electron-electron
correlations since their discovery by Madden and Codling in the early 1960°s [1]. However,
most of the high-resolution studies on doubly excited helium have focused on total
absorption measurements [2]. Partial photoionization cross sections O, (n describes the
principal quantum number of the electron in the He" ion subsequent to autoionization.) allow
deeper inside into the decay dynamics of doubly excited resonances in helium. Third-
generation synchrotron radiation in combination with Time-of-Flight (TOF) electron
spectrometers can resolve the different decay channels and allow electron emission
measurements with the resolving power and intensity necessary for these studies. Recently,
Menzel et al. [3] completed measurements of the O, below the N=5 ionization threshold

using spherical sector plate electrostatic analysers to detect the photoelectrons.
The resonant photoionization process can be described by

He(1s*)+hv — He'N(K,T)". — He*(n)+e" . (1)

Here N(n’) is the principal quantum numbers of the inner (outer) electron in the doubly
excited state. K and T are the angular correlation quantum numbers. A is the radial
correlation quantum numbers. The resonance series can also be described by N,k or

[v,N,m]. (parabolic quantum numbers); the different quantum numbers are related by 7 =m,

K=N,-N,and N=N,+N, +m+1 [4].
The measurements were completed at the
undulator beamline U125/2-SGM  (BUS-
beamline) using a resolution of AE = 5-7 meV. T n-2

. v = 90. =3
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(A) reduction of N, (radial transition)
B) change of m (rotational coupling)
© reduction of N; (no explicit mechanism).

The transition probability decrease strongly from A to C. The principal series in doubly
excited helium, N,(N-2),, decay via propensity rule A. From the molecular picture it is
expected that autoionization processes with the same change in N, namely
AN =—AN, = N —n, show similar lineshapes. For example, it is expected that the cross
section for the decay of the principal series 6,4, into the n=3 continuum (He*(n=3)) shows a
lineshape similar to that of the decay of the series 7,5,  into the n=4 continuum. In Fig. 1 we
present a TOF spectrum of photonelectrons measured at 4v =90.0 eV, i.e. above the double
ionization threshold with a recording time of 2000 s. In the spectrum the n=11 satellite for
the photoionization process of helium can clearly be observed demonstrating the excellent
experimental conditions.
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Fig. 2 Partial cross sections in the N=6 and N=7 thresholds as a function of photon energy. The dotted lines
indicate spectra with the same change in AN

Similiar TOF spectra were measured between 76.8 and 78.0 eV using a step width of 5
meV. The normalized peak intensity of satellites are plotted as a function of photon energy
and shown in Fig. 2. This figure shows first results for the partial photoionization cross
sections in the region below the ionisation thresholds N = 6 and 7. In partial cross sections
with the same AN (with AN =3 or 4) spectral similarities are seen, partially broken down in
the vicinity of the perturbers, i.e. resonances which belong to higher ionisation threshold.
Present experiments in the cross section of AN =3 show reasonable agreement with advanced
calculations [5], which are not shown here. No other data in literature are available. The solid
lines in the spectra below the N=6 ionization threshold display the first fit results to the data.
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Photoionization of free Van der Waals clusters is reported using zero Kinetic energy
(ZEKE) photoelectron spectroscopy. This experimental approach is suitable to detect
cluster size dependent changes in electronic structure. Earlier work in this field has been
reported, where both excitation with variable [1] and constant [2] photon energy was
applied. Excitation far above the core ionization energy is often called ‘ESCA
spectroscopy’ [3] or ‘X-ray photoelectron spectroscopy’ (XPS), where the kinetic energy of
the photoelectrons is measured at constant photon energy. From earlier work on variable
size clusters it became evident, that core ionization energies of surface and bulk sites in
variable size argon clusters can be clearly distinguished in the Ar 2p-regime [2]. This is
mostly due to the more substantial redshift, which is of the order of 0.26 eV, if the bulk
core ionization energies are compared to the ionization energies of the surface sites, which
is a result of polarization screening [4]. However, this approach does not give detailed
information on the dynamics of the photoionization process including the energy exchange
of the photoelectron with the Auger electron (post-collision interaction [5]), since the
excitation energy is usually considerably higher than the core ionization threshold, which
corresponds to a primary excitation deep in the core ionization continuum.

On the other hand, ZEKE photoelectron spectroscopy makes use of an excitation near the
core ionization threshold. Earlier low resolution ZEKE work had the drawback that the
energy resolution was not sufficient to derive any size effects in PCI-line shapes of surface
and bulk sites [1]. It was only possible to determine a redshift of (1l eV of the Ar 2p-
ionization threshold of the bulk solid relative to the isolated atom [1]. This result is also in
agreement with later non-resonant XPS work [2, 4]. Intense, narrow bandwidth, tunable
soft X-rays are available at the UE52-SGM beam line. This allows us to study for the first
time post-collision interaction (PCI) in variable size clusters.

The experimental setup is similar to that reported earlier [1], where variable size clusters
are produced by supersaturation in a jet expansion. The expansion conditions allow us to
estimate the average cluster site <N>. Zero kinetic energy photoelectrons are selected in the
single bunch operation of BESSY by angular discrimination against energetic electrons and
their time-of-flight, while scanning the photon energy in the regime of the core-ionization
energies of the isolated and clustered species.
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Fig. 1: Series of ZEKE photoelectron spectra
of atomic argon (bottom) and argon clusters in

the Ar 2p excitation regime.

Fig. 1 shows the evolution of ZEKE spectra of
argon clusters in the Ar 2p regime. The ZEKE
spectrum of the atom clearly shows the direct
ionization energies (Ar 2pz, and Ar 2py.). These
correspond to the dominant asymmetric peaks
near 249 eV and 251 eV, respectively. Other
weak features are due to symmetric lines that
come from resonant excitation of Rydberg
states. The lowest energy feature is the Ar
2ps2 — 4s-transition at 244.39 eV.

As soon as there are clusters in the jet one
observes the following changes in the ZEKE
spectra: (i) the atomic features become weaker
in intensity since the mixing ratio between
clusters and atoms is increased with <N>; (ii)

new features occur, which come primarily from direct Ar 2p photoionization of surface and

bulk sites in clusters; (iii) the atomic Rydberg states are converted into the corresponding
surface and bulk excitons (cf. [1, 2]). Fig. 1 clearly shows this evolution in the case of the
lowest energy feature between 244.39 and 245.3 eV, so that at <N>=500 primarily bulk
excitons are found. This is an independent indication for the occurrence of large clusters in

the jet; (iv) oscillations are found in the Ar 2p continuum as a result of single and multiple

scattering (cf. [6]).
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hulk

surface
and bulk

Relative Intensity [arb, units]

M6 247 245 M9 250
Energy [eV]

Fig. 2: Comparison of the direct Ar 2ps,
photoionization of atomic, surface, and
bulk sites. The vertical arrows correspond
to the ionization energies. The dashed
curves are obtained from a fit using PCI-
profiles. See text for further details.

We focus our interest on the evolution of the direct
photoionization process, which is not clearly visible
in the raw cluster spectra shown in Fig. 1. Therefore,
we have derived difference spectra, where the atomic
contribution has been subtracted. The results are
shown in Fig. 2, where only the Ar 2ps;, regime is
plotted. The atomic profile (bottom spectrum in Fig.
2) is clearly asymmetric in shape, where weak
structures, occurring near 248.8 eV and 250.2 eV,
are due to contributions from Rydberg-states that
have not been subtracted. The direct ionization gives
an entirely smooth signal in this regime. The vertical
arrow corresponds to the Ar 2ps, ionization energy
(E=248.66 eV), which is in full agreement with
earlier ESCA work [7]. The line shape consists of
two contributions: the PCI life time and a Gaussian



width. Both are comparable in magnitude to the parameters that can be extracted from the
Voigt profiles which are used to de-convolute the Rydberg states below the Ar 2p
threshold.

The PCI profile of the bulk sites is obtained from the spectrum corresponding to <N>=500,
where also contributions of high-lying exciton states, that occur with a high density of
states right below the ionization threshold, are subtracted. This yields a single, asymmetric
line profile, which is broadened compared to the atomic line. It turns out that this
broadening is exclusively due to an increased Gaussian width, whereas the core-hole life
time remains constant. This indicates that the PCI-dynamics is mostly dominated by the
atomic core hole. In addition, inhomogeneous broadening effects, such as phonon
broadening, give rise to the Gaussian contribution in the bulk. The core ionization energy is
247.5 eV. This is in agreement with earlier results [1, 2] (see vertical arrow in Fig. 2 (top
spectrum)).

The de-convolution of a ZEKE-spectrum that contains both, surface and bulk sites,
corresponding to small clusters, is shown in Fig. 2 (middle spectrum). The line shape of
bulk sites is used as discussed above. The fit of the remaining spectrum requires only one
other PCI profile using the same parameters as for the bulk. This is assigned to the surface
Ar 2p ionization, where the ionization energy is 247.85 eV. This value is similar to
previous ESCA work [2, 4], where a cluster size dependence of the surface Ar 2ps, binding
energy was found. The parameters of the PCI profile indicate that there are no differences
in core ionization dynamics and Gaussian broadening between surface and bulk sites.

We conclude that ZEKE photoelectron spectroscopy of variable size free clusters gives
detailed insight into the dynamics of core photoionization processes. In the case of argon
clusters one finds exclusively increased contributions from Gaussian broadening, if clusters
are compared to the neat atom. We have also investigated molecular Van der Waals
clusters, such as nitrogen clusters in the N 1s regime, where also broadening due to a
shortened PCI life time is found. These results will be discussed elsewhere in greater detail

[8].
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Charging of single stored SiO; nanoparticles in the soft x-ray regime

M. Grimm®, B. Langer®, T. Lischke®, E. Riih1*®, W. Widdra®, D. Gerlich®, U. Becker®, S. Schlemmer®

“Institut fiir Physik, Technische Universitdt Chemnitz, 09107 Chemnitz

®Max-Born-Institut Berlin, Max-Born-Strafle 2A, 12489 Berlin

‘Fritz-Haber-Institut der MPG Berlin, Faradayweg 4-6, 14195 Berlin

Fachbereich Physik, Universitit Osnabriick, Barbarastr. 7, 49069 Osnabriick

‘Institut fiir Physikalische Chemie, Universitdt Wiirzburg, Am Hubland, 97074 Wiirzburg

High-resolution Q/M measurements have been used to study the charging of single, isolated

particles. A single 500 nm in diameter SiO; particle is stored in the centre of a three dimen-

sional electrodynamical quadrupole trap over very long times, free from any contact to a sub-

strate. The interaction with a laser beam as well as with synchrotron radiation can easily be

studied due to the particle's good localisation. Scattered light detection from the laser

(<50 mW, A =532 nm) is used to determine the Q/M-ratio of the particle very precisely. This

measurement is the basis of a non-destructive, high-resolution nanoparticle mass spectrometry

(HRNPMS) which has been described in detail elsewhere [1,2].

Synchrotron radiation from BESSY has been used to charge the particle, where the photon

energy is varied between 100 eV and 600 eV. At low fluences and low charge states
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Fig. 1: Stepwise photo-induced charging of a

trapped particle at E, = 500 eV.

(Q < 1000 e) charging of the particle has
been detected as individual, temporally re-
solved events, occurring in steps of single or
integer multiple of the elementary charge
due secondary electron emission initiated by
the photo- or Auger-electron, see Fig. 1. In
the course of this process the particle
charges positively. The absolute charge state

of the particle, Q, has been determined from
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such measurements. In addition, probability distributions for the emission of secondary elec-
trons have been obtained. The measured yields agree very well with values from standard
tables [3] for a kinetic energy of the primary electron close to the respective photon energy.
Moreover the distributions show an increased fraction of events where only the primary elec-
tron escapes from the particle. Investigations along these lines could be used to determine
yields of secondary electron emission as a function of the charge state of the nanoparticle and

the particle size.

From the temporal evolution of the charge state, Q(t), the charging current I = dQ/dt has been
derived. I decreases as Q rises since electrons can only escape the electric field of the charged
particle if their initial kinetic energy is larger than the potential energy at the place of their
creation. The escape depth of the secondary electrons is of the order of several nm and there-
fore much smaller than the radius, a, of the particle. For this reason it is safe to assume that

most of the charges contributing to Q are located near the surface such that the surface poten-

0

4mea

tial, U, can be correlated to the charge state, E;ic=e U=¢ . Using this relation I(Q)

can be transformed to I(E,), the integral current of all electrons faster than given by the
limitation Eiin > Epor. As a consequence the derivative dI(Epe)/dE,o is @ measure of the prob-
ability of creating electron with a kinetic energy Eyin = Epor. Evaluating I(Q) by this means
leads to energy distributions which can be approximated by a Boltzmann-distribution, which
is characterised by an electron temperature near 3 eV. This value is in good agreement with

energy distributions obtained from bulk measurements using retarding field methods.

The charging current, I(Q), is a measure of the absorption cross section at a particular photon
energy, E, = hv. For low charging states 1(Q) can be considered as the total electron yield.
This has been used in different measurements to obtain the charging current close to the O(1s)
absorption edge. Fig. 2 shows such a measurement where the charge state Q(t) has been de-
termined during a scan of the photon energy, E,(t), at a constant scanning speed, dE./dt. In the
upper panel Q is plotted as a function of the photon energy. Below ~ 535 eV Q rises slowly
while above this value the current increases significantly. In the lower panel I(E,) is plotted.
This spectrum shows almost no absorption at energies far from the absorption edge. Already
below this edge the absorption increases significantly and some structured features can be
identified between 535 eV and 542 eV. The main absorption is attributed to unoccupied states
by photoabsorption. In conclusion, these are the first experiments on near-edge absorption

spectra of a single nanoparticle.
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Fig. 2: Absorption spectrum of a single 500 nm SiO,
particle detected via its charging (above Q, below
I = dQ/dt). At E, > 535 eV an increase of the charging
current is related to the excitation of bound electronic

states leading to the emission of Auger-electrons.

Coulomb explosion and related phenom-
ena [4] deal with the limits of charging.
Most experiments in this respect have
been conducted on liquids, especially
micron-sized particles, whereas investi-
gations on solids are rather sparse. At a
photon energy of 250 eV, far from any
absorption edge, the particle has been
charged to its limit, which exceeds sub-
stantially the expected boundary given by
the surface potential derived above.
Moreover, the maximum charge state

depends on the intensity of the synchro-

tron radiation. Apparently this is due to a combination of a charging and discharging current.

Its ratio determines an equilibrium situation. Systematic studies on the kinetics of these two

processes are under way.

The present experiments clearly demonstrate the potential of this novel experimental ap-

proach. It is anticipated that fundamental materials properties can be obtained from such ex-

periments on photoemission, the production of Auger-electrons, near-edge absorption as well

as from the limitations of particle charging. Future experiments will also deal with the scat-

tering of synchrotron radiation from single, trapped particles.

This work has been supported by the BMBF (contract no 05KS1BMA/0). We gratefully ac-

knowledge the help of the BESSY staff.
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XMCD of small deposited Cr clusters
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For the understanding of the evolution of magnetic properties from atoms to bulk, the
study of magnetism of small, deposited transition metal clusters is an ideal tool. Recent
measurements on iron clusters [1, 2, 3] show a strong nonmonotonous behavior in the evolution
of spin- and orbital momentum with cluster size in the range of 2 to 9 atoms per cluster. In
particular, there exist pronounced minima and maxima of the magnetic momenta, which
result from the size dependence of the geometric and electronic structure of the deposited
clusters.

The observed evolution of the magnetic properties of iron clusters is a strong motivation
for the investigation of different systems of transitions metal clusters. A particular interest-
ing system to study are Chromium clusters. Chromium shows for the bulk and for thicker
multilayers an antiferromagnetic behavior [4]. Compared to the ferromagnetic behavior of
iron clusters, strongly different magnetic properties of small deposited Cr-clusters can be
expected. Recent measurements and calculations on the Kondo effect for small deposited
chromium clusters supported on Au(111) by Jamneala et al [5] and Kudasov et al [6], respec-
tively, show that this is indeed the case. Scanning tunneling spectroscopy showed that the
Chromium monomer and the dimer do not exhibit any Kondo resonance in contrast to the
trimer. For the monomer this is explained by its very low Kondo temperature (Tx < 6K),
which implies a very small exchange coupling constant between the Cr monomers and the
conduction electrons of the Au substrate. In the case of the dimer the absence of the Kondo
resonance is due to strong antiferromagnetic coupling of the Cr atoms and thus the formation
of a net magnetic singlet between the two atoms. The magnetic properties of the trimer turn
out to be strongly dependent on the geometric structure of the cluster with the symmetric
triangle exhibiting the highest Kondo temperature.

X-ray magnetic circular dichroism (XMCD) measurements of Boske et al [4] on capped
ultrathin 2D-Cr-layers deposited on iron in the range of 1 to 3 ML show a distinct thickness
dependent magnetization. The Cr monolayer shows an antiferromagnetic coupling to the iron,
and an asymmetry, which is in the range of what has been expected from theory. The signal
of the dilayer shows a smaller asymmetry, referred to an antiferromagnetic coupling between
the two Cr layers. The results for 3ML Cr are consistent with layerwise antiferromagnetic
coupling of the Cr. These results show that Chromium is a very interesting magnetic system,
especially when going from 3- to 2- to 1-dimensional systems.

In recent experiments at BESSY we studied small Chromium clusters deposited on Nickel.
As a substrate ultrathin films of Ni epitaxially grown on Cu(100) have been used, which were
remanently magnetized perpendicular to the surface [7]. To avoid cluster fragmentation, the
clusters were deposited under soft landing conditions [8]. We used 10 monolayer of Argon,
freezed upon the Ni-surface of our sample at 20K, to ensure these conditions. Before measuring
the clusters on the Ni-surface, the Argon was desorbed by flash heating the sample to 100K;
the XMCD experiments were performed at 20K. These samples were prepared in-situ under
UHV-conditions at a base pressure of 2 x 10~ "mbar. A detailed overview of the cluster source
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and the spectroscopy chamber can be found in [1, 9]. The XMCD experiments have been
performed at UE56/1 PGM. The absorption cross section has been determined by measuring
the total electron yield from the sample.

The results of the experiments on monomers, dimers, and trimers are depicted in figure 1.
The spectra in figure 1 show the raw data, taken with left- and right circular polarized light.
The energy scale of one polarization had been shifted by 80meV before taking the difference.
Surprisingly, the difference spectra show no (for the monomer and the trimer) or a very
small (for the dimer) dichroic signal, depending on the cluster size. A possible reason for
this behavior could be an arbitrary arrangement of the magnetic moments of the clusters,
originating from a very weak exchange interaction between the clusters and the underlying
magnetized Ni-layers which would give an asymmetry close to zero, as observed in these
spectra. However, this appears not very likely. In the light of the recent results for small
Cr Clusters on Au (see above) the observed behavior for the dimer and the trimer could be
explained by an antiferromagnetic coupling of the Cr spins. However for the monomer the
absence of a dichroic signal seems to imply that the net magnetic moment of the Cr atoms
coupled to the Ni-substrate is close to zero. Whether this is also the case for the dimers
and the trimers can not be decided on the basis of our experiments. In the near future we



therefore plan to study Chromium clusters deposited on Fe, where a strong exchange coupling
to the substrate appears well established and a ferromagnetic ground state of small clusters
is predicted [10]. Since Fe/Ru shows Perpendicular Magnetic Anisotropy (PMA) for a small
range of thickness [11], future investigations will focus on the system Cr-cluster/Fe/Ru.

We thank the BESSY staff for the great support during beamtime.
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Soft X-Ray Studies on Iron Nanoclusters Deposited in situ on
Ultrathin Cobalt Films on W(110)
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Magnetic nanostructures possess unique properties that depend sensitively on their size and
environment. In particular, the reduced atomic coordination at cluster surfaces and the interaction
at interfaces is expected to cause altered magnetic orbital and spin moments. In this contribution,
we report on element-specific soft X-ray studies on nanoscaled mass-filtered iron clusters deposited
under UHV conditions onto epitaxialy grown Co(0001) films on W(110). X-ray circular magnetic
dichroism (XMCD) investigations were carried out at the dipole beamline PM3 at BESSY II.

< hv
solenoid

‘f ) - |- —flux

* electrostatic
quadrupole

solenoid

Figure 1: Schematic view of the experimental setup. In the lower part the continuously working
arc cluster ion source (ACIS) and the electrostatic quadrupole is shown [1]. The upper
part displays the XMCD geometry.

For the sample preparation we used an advanced and ultrahigh vacuum compatible version of
the continuously working cluster source (ACIS) described in [1] for in situ cluster deposition. A
schematic drawing is shown in the lower part of Fig.1. The cluster apparatus mainly consists
of a hollow cathode made from the target material (e.g. pure iron). At an argon pressure of
several mbar the arc discharge vaporizes cathode material which is then carried by the Ar flux and
condensates to clusters in the following adiabatic expansion. Charged clusters are subsequently
mass-filtered by an electrostatic quadrupole deflector. As an example Fig. 2 shows a transmission
electron microscopy (TEM) image and abundance spectra of iron clusters with a mean size of
12.0nm (= 100,000 atoms) deposited onto an amorphous carbon film on a commercial TEM
grid. The image displays clusters with cubic shape and a small variation in their size. A detailed
evaluation, cf. the histogram in Fig. 2, reveals a mass-resolution of about +1nm.

The W(110) substrate was prepared as described in e.g. [2]. Co films of about 15 ML were
produced by means of molecular beam epitaxy at an evaporation rate of 0.6 ML/min. The base
pressure did not exceed 5 - 107! mbar during evaporation. The growth of hcp(0001) films was
checked by LEED. Clusters were afterwards deposited in situ onto this well defined surfaces. During
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Figure 2: TEM image (left part) and its related abundance spectra (right part) for mass-filtered
Fe clusters with a mean size of 12.0 nm.

deposition the pressure increased briefly up to 1-10~% mbar caused by the argon gas from the cluster
source.

Ultrathin Co films on W(110) are known to exhibit a strong uniaxial in-plane magnetic anisotro-
py caused by magneto-elastic contributions due to a lattice mismatch between cobalt and tungsten.
As aresult the magnetic easy axis is oriented in-plane along W[110]. In order to study the magnetic
coupling between ensembles of deposited Fe clusters and these Co films we recently recorded
element-specific hysteresis loops using the transverse magneto-optical Kerr-effect (T-MOKE) in
the soft X-ray regime (not shown here). We observed a ferromagnetic coupling of the clusters
to the film magnetization. This opens the possibility to alter the magnetization direction of the
clusters simply by switching the film magnetization along the easy axis. The remanence of films
and clusters thereby is nearly 100%.

XMCD experiments were performed at the PM3 beamline. The degree of circular polarization
of the incident radiation is expected to be more than 90%. Data have been taken by means of
total electron yield (TEY) via drain current. The experimental setup is shown in the upper part
of Fig. 1. Photoabsorption spectra of Fe clusters (12.0 nm) deposited on Co/W(110) are shown in
Fig.3, where the photon energy range was chosen to cover the 2p3/5 and 2p;/, Co and Fe edges,
respectively. The upper left panel displays the Co film spectra while the Fe cluster data are shown
in the upper right panel. Red and blue lines denotes spectra at opposite remanent magnetization
states while leaving the photon helicity fixed.

From the corresponding difference spectra and integration over the energy (lower panels of
Fig. 3) one can calculate element-specific spin and orbital moments, ps and pu,, respectively. Here,
we will only discuss the ratio of both contributions, which can be obtained using a "sum rule” given
by Chen et al. [3]:

Ho _ 2%

ps  9p —6q
The values of ¢ and p can be extracted from the integrated difference spectra as displayed in Fig. 3.
A comparison to reference data of thick iron and cobalt films is given in tab.1. The data show
that the value obtained for the Co film on W(110) is in reasonable good agreement to those found
in literature. Contrary to this, we observe a slight increase in the orbital to spin ratio for the Fe
clusters when compared to the reported thick iron film.

Increased values of p, /s have already been found by several groups, but for deposited small iron
clusters consisting of up to 600 atoms [4, 5]. The observed enhancement is mainly due to increased
orbital moments related to surface and/or interface atoms of the clusters. The corresponding
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Figure 3: XMCD photoabsorption spectra (upper panels) and corresponding intensity differences
(lower panel) from Fe clusters on hcp(0001) cobalt on W(110). The left column shows
data from the cobalt film, the right one from the Fe clusters.

volume/bulk orbital moments are usually quenched. Thus, the enhancement is expected to be
proportional to the ratio of surface to bulk atoms and p,/pus will recover the bulk value with
increasing size. In comparison with above mentioned findings, our results surprisingly show that
even Fe clusters consisting of about 100,000 atoms exhibit significantly altered properties compared
to bulk iron. However, for a better understanding of these astonishing results a systematic study
of the influence of the cluster-surface interaction on their magnetic properties is necessary.

lo/ s | our experiment | reference data from [3]
Co 0.10£0.01 0.099
Fe 0.07 £0.02 0.043

Table 1: Comparison of the ratio between the orbital to spin moments for Fe and Co reported here
and from reference data.
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Electron spectroscopy on Ar and Ne clusters
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Introduction: Photoeledron spedroscopy of freevan-der-Wads clusters can reved impor-
tant information on the dedronic structure of these wely bound systems and substantially
benefits from the use of synchrotron radiation.>® Obvious questions to be aked include the
photon energy dependent dynamics of the photoionizaion cross £dion, as compared to the
monomer, the anount of internal excitation creaed by the photoeledron before itsrelease
into the vaauum, and the energetics of multi-eledron excited states.

A new process which has recattly been investigated theoreticdly, is the autoionization of
singly ionized van-der-Wads clusters. Here, as compared to the monomer, the number of
dicaionic states is grealy increased since the two positive dharges can be distributed among
two different sitesin the duster. Calculations of the energies of these states, e.g. for (Ney)**
clusters, have shown that these ‘two-gite’ states have asignificantly smaller binding energy
than atomic Ne** states.® By that, autoionization of inner-valence vacancy states, like (Ney)*
25!, is energeticaly possble, whereas this sate would decay by flourescencein the @om.
Other than conventional Auger decay, this processis only possble in the presence of the
environment surrounding the vacancy, and therefore has been termed Internal Coulombic
Deca (ICD).*

Experimental: The experimental setup consisted of two sedions, an expansion chamber and
the main experimental chamber. Gas was introduced into the expansion chamber through a
nozzle of 200 um diameter and 15 half opening angle, smilar to the design introduced in
Ref. 5. At stagnation presaures of 100-150 mbar the expansion chamber was pumped by two
240I/sturbo pumps. To effeduate duster formation, the nozzle was cooled to 40K by liquid
He. Thistemperature was gabilized by a control circuit including a heaer element. After the
central part of the beam passed through a cnicd skimmer, presaure in the main experimental
chamber was better than 5-10°° mbar.

A Scienta 200 eledron spedrometer was used to record the photoeledrons. For a passenergy
of 5 eV, the transmisson function of the analyser was chedked by comparing the intensity of
the Ne 2s photoline to literature data® and was found to substantially deaease for kinetic ener-
gies below 0.5 eV, with the lowest energy eledrons detedable & 0.38 V. However, no quan-
titative corredion for that was attempted.

Results: To collea evidencefor the ICD hypothesis, eledron spedra of Ne dusters at photon
energies below and above the 2sionizaion threshold were mlleded. Representative spedra
are shownin Fig. 1. The duster bulk and surface omponents of the 2sline and the monomer
component due to uncondensed atoms in the beam can well be distinguished. We interpret the
presence of a pek-like feaure with kinetic energies between 1.2 and 2 €V as grong evidence
for the presence of the ICD processin these spedes. In Ar, the decay of 3s vacaicy states by
|CD is not possble. Consequently, in Ar photoeledron spedrarecrded above the 3s photo-
ionizaion edge for comparison, no comparable feaure occurs (Fig. 2).
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Fig. 1 (Ieft): Photon excited eledron spedra of Ne dusters with an average sizeof [IN[= 70
atoms. The spedra depicted by red, solid lines are taken at varying photon energies above the
Ne 2s threshold. For comparison, in every panel a spedrum recorded below the 2s threshold
is own (shaded region). At 51.5 eV and 63eV, we dso show the spedrum obtained with a
Ne beam at temperatures dightly higher than the onset of condensation (thin, dotted lines).
Units of the independent axis are abitrary, but consistent for all panels. The signal at kinetic
energies below 0.4 eV (verticd, dotted line) contains contributions of unphysicd scattering
eledrons.

Fig. 2 (right): Photon excited eledron spedra of Ar clusters with an average size of [IN[1= 35
atoms. Besides the 3s monomer and cluster photolines, a satellite line due to 3p photoioniza-
tion followed by creaion of a duster exciton can be seen.?

For this projed, in 2002we have used two weeks of multi bunch beamtime & the U1251-
PGM beamline. We ad&nowledge funding by the EURATOM program.
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High-resolution photoelectron spectroscopy for the investigation of CdS
nanoparticles synthesized by wet chemistry
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The study of semiconductor nanoparticles has been an interesting field of research for more
than a decade. This is because it gives an opportunity to understand physical properties at low
dimensions and to explore their vast potential for applications in optoelectronics. The latter is
particularly based on the large variation of the band gap as a function of particle size [1].
Moreover, these particles allow a study of the important surface properties due to the high
surface to bulk ratio.

In the present investigations our main object is to analyze the surface properties of wet-
chemically synthesized CdS nanoparticles. The wet chemical synthesis offers low cost
production and the ability to produce various sizes in large amounts. However, the size
distribution is controlled by various parameters, which have to be optimized for a particular
particle size. The particles are stabilized by organic capping agents. Our earlier studies on
CdS nanoparticles (2.4 nm - 7 nm, stabilized by mercapto-propionic acid, MPA) show
different atomic species of sulfur at the surface and reveal their contribution as a function of
particle size [2]. We have taken efforts to improve the size distribution of the particles by
using a different capping agent (Thioglycerol, TG), which also makes it possible to obtain
smaller particle sizes. The particles are then deposited as films on a Au substrate, either by
depositing a drop of the freshly synthesized nanoparticle solution or by electrophoresis. The
CdS particles are first investigated by optical absorption to derive the size and the size
distribution. From the absorption maximum, the size is determined by a tight binding
approximation. The TG-capped particles are significantly smaller (1.5 nm — 4 nm) than the
MPA-capped particles and hence give more direct access to the surface regime. Here we focus
on highly monodisperse particles with a size of 1.5 (£ 0.2) nm. High-resolution photoelectron
spectroscopy with photons from an undulator source (U49-PGM at BESSY II) has been used
to study chemical bonding at the surface of the particles. In the photoemission spectra in Fig.
1, we identify at least four different sulfur species. Not surprisingly, the intensities of the
various components vary with photon energy, in particular when the photon energy is tuned o
give maximal and minimal surface sensitivity. From our earlier investigations and from the
observed intensities in the surface sensitive measurements (at a photon energy of 254 eV), it
is possible to derive a tentative interpretation of the different chemical sulfur environments.
These components are assigned to S atoms in the bulk, at the surface, in a thioglycerol
molecule bound to the particle, and in a S-S bond. The contribution of these components also
changes as a function of size (not shown here). The S-surface/S-bulk ratio decreases for
increasing particle size.

We observe strong changes in the spectra when the particles are deposited by electrophoresis,
which was done to obtain a homogeneous film as proven by AFM experiments. This finding,
based on a detailed analysis of the number and intensity of the different sulfur species
indicates that the drop deposition of the particles does not severely affect the individual
particles, while during electrophoretic deposition the particles agglomerate. This can be seen
in the spectra in fig. 1, (c) and (d), of a drop dried film and an electrophoretically deposited
film, the latter of which exhibiting a substantially more “bulk like” spectrum.



Further detailed investigations, including sophisticated parallel fitting routines, are necessary
to understand the detailed changes of all spectral components. Furthermore, a correlation with
other spectroscopic techniques such as Raman spectroscopy is currently carried out to learn
more about the role of the capping molecules. Preliminary results of the Raman investigations
show that the particle solution does not contain any residual molecular thiol groups, i.e., that
no free capping molecules contribute to the sulfur photoemission spectra. Further experiments
with high-resolution photoemission are currently being conducted to increase the level of
understanding of the size and preparation effects in these CdS nanoparticle films.

Drop-deposited films Photon energy=254 eV
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Fig. 1. High-resolution 2p photoemission spectra of 1.5 nm CdS particles. Figures 1 (a) and
(b) demonstrate the spectral change when tuning the photon energy from 254 eV (surface
sensitive) to 720 eV (bulk sensitive). Figures 1(c) and (d) indicate the effect of an
electrophoretic film preparation (d), compared to drop deposition from the nanoparticle
solution (c).
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Electronic structure of two-dimensional inter calation-like systems on
Ni(111)/W(110)
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Aim of the study: The aim of the study was to explore the possibilities of preparing graphite
monolayers (GML) on epitaxia Ni(111) films grown on W(110). The preparation of GML’s
is usualy carried out on the (111) surface of Ni single crystals [1-2], while our method opens
interesting perspectives in modifying the Ni electronic structure by variation of the Ni film
thickness down to afew monolayers.

Experiment:

The experiments were carried out at the Russian-German Beamline (RGBL) at BESSY |I.
This experimental station provides the facilities required to conduct the planned experiments,
i.e. a preparation chamber including a LEED optics and quartz microbalance. The
experimental chamber is equipped with a CLAM4 electron energy anayzer providing an
experimental energy resolution of 30 meV, which is sufficient to resolve the expected features
inthe GML system.

The experiments were carried out good vacuum conditions with a base pressure of less than
2x10™° mbar. Ni films with thicknesses of 120 and 10 A were grown on a W(110) single-
crystal surface by electron beam evaporation from a Ni rod. Subsequent annealing to lead to
well-ordered Ni films which displayed sharp hexagona LEED patterns as expected for an
fcc(111) surface (Fig 1 a). It turned out that in fact GML’s can be prepared with high quality
on these Ni(111) films by the procedure aready established in the case of Ni single crysta
surfaces, i.e. by catalytic cracking of
propylene at surface temperatures of
500°C (Fig. 1b).

Results:

The two Ni films of the
present study have thicknesses of
approximately 35 and 3 Ni
monolayers, respectively.

Photoel ectron spectra recorded from
the GML’s on these Ni films are
found to be very similar to those
obtained from GML prepared on
(111) surfaces of a bulk Ni single Fig.1

crystal, as can be inferred from Figs. _
LEED patterns of (a) Ni(1204)/W(110) and

2 and Zb.' The dispersion of th_e P- (b) GML/ Ni(120A)/W(110) recorded at E,;,=147eV and
and s-derived bands can be n|Cdy Exn=181€V accordingly.

seen, with comparable band-edge

a b



energies as in the case of the GML’s on bulk Ni. These results clearly show that the proposed
method offers an interesting new way to prepare layer structures with GML.
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Fig.2 (b)
ARPES spectra of GML/Ni(1204)/ W(110)

After characterization of the pure GML’s, we focused on intercalation systems,
starting with the well-characterized system Ag. For this purpose, silver was evaporated in
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Fig.3
Soectra of Ag+ GML/Ni(120A)/ W(110)

severa steps on GML/Ni(120R)/W(110)
with  intermediate  annedling  to
temperatures ranging from 250°C,
300°C, 400°C, 450°C and 475°C (see
ARPES gpectra in Fig. 3 for each of
these steps). The fina amount of
evaporated silver was 50A. During this
procedure the form and position of thes
states peak changes substantially and as
well as the relative amplitude of the s-
states peak of graphite, d states of silver
and nickel. Such a behavior was aso
observed in the case of the GML system
on bulk Ni and can be readily explained
by the different stages of the
intercalation process. For small amount
of silver (10A and 30A4) no intercalation
was observed even after substantial
annealing which only resulted in small
changes in shape and amplitude of the
slver 4d features. After additional
deposition of 10A of Ag, (cumulative



amount 40A) further annealing lead to the beginning of the intercalation process, which can
be seen from the weskening of the silver and nickdl peak height and in particular from the
changed shape of the graphite s-state emission around 10eV binding energy. A second
component is observed at lower binding energy, which can be attributed to regions of the
GML, where intercaation has taken place. The lower binding energy is due to the weaker
interaction of silver with graphite. After a final deposition of additional 10A of silver
(cumulative amount 50A) the position of the the s-derived bands has shifted by 1.2 eV

Binding energy to Fermi level, eV

10 1
G iK

T T T T
0.0 0.5 1.0 15 2.0 2.5
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fig.4
Dispersion of graphite 0 states
for GML/ Ag(50A)/ Ni(120&)/ W(110)
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towards lower binding energy. A remaining
shoulder at the of initial energy position,
however, showed that not the whole GML
took part in the intercalation process. Fig. 4
shows that the dispersion of the s band of
graphite exhibits essentially a rigid shift
throughout the whole region of the
Brillouin zone covered by the experiment.

Conclusion: From these first
experiments, we can conclude that high-
quality GML’s can be prepared on thin
films of Ni(111), which  permit
intercalation studies as in the respective
syssem using a bulk Ni crystal. The
possibility of tuning the Ni-film thickness
will be exploited in further studies.
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Electronic structure and magnetism of GdN thin layers:
X-ray absorption and XMCD at the N-K edge
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In contrast to most rare-earth pnictides that are semimetals, there is an uncertainty
about the ferromagnet GdN (T¢c ~ 60 K, rocksalt structure). Recent band-structure
calculations [1] predict a transition from a semiconductor with an indirect narrow gap
(~0.7 eV) in the paramagnetic phase to a semimetal in the ferromagnetic phase. The
semimetallic overlap, concerning essentially Gd 5d tyg-derived conduction band
states and N 2p-derived valence band states, is quite small. It may even occur for
one spin channel only. GdAN then would be a halfmetal with complete spin
polarization. Magnetism of GdN is a combination of local magnetic moments from the
half-filled Gd-4f shell (ground state 8S75) and exchange-induced itinerant magnetic
moments of band electrons, signaling strong electron correlations. The magnetic
moments induced on the Gd 5d-derived and N 2p-derived states are expected to
oppose each other and to nearly cancel [1]. Most of these theoretical predictions
remain to be verified experimentally. Little has been reported to determine the
electronic structure of GdAN using modern methods such as electron spectroscopy.
There is no information, for example, on 4f-induced itinerant magnetism of conduc-
tion-band states derived from N-2p contributions.

Recently we succeeded in preparing high-quality thin films of GAN by N* plasma-
assisted reactive sputtering. They show good stoichiometry, the Curie temperature
Tc of the bulk material and the Hund’s-rule value of the saturation moment (~7 pg/Gd
ion) [2]. The electrical conduction is thermally activated down to T¢ where a transition
to metallic behavior occurs. The transition is considerably shifted in a sufficiently high
magnetic field, as is evident in a giant magnetoresistance. Measurements of X-ray
magnetic circular dichroism (XMCD) at the M4 5(3d—4f) and L, 3(2p—5d) edges per-
formed at LURE in Orsay, France, reveal that the magnetic polarization of the Gd-4f
and 5d moments mirror the behavior of the macroscopic magnetization.

In view of the predictions of the band structure calculations [1] the X-ray absorption
(XA) and XMCD K-edge spectra (1s—2p transition) of nitrogen are of particular inter-
est. The dichroic spectra will provide information on role of the electronic N 2p states
in the mechanism of magnetic ordering in this system, which cannot be obtained by
neutron scattering. We have tested the feasibility of this spectroscopy at BESSY in a
preliminary experiment on beamline PM-3, using the experimental setup of the group
of Prof. Schiutz. Prior to the measurements, the protective AIN cap layer was re-
moved from the GdN layer (100 nm thick, Si substrate) by ion etching. The UHV envi-
ronment warranted a clean sample surface during data acquisition. The spectra were
recorded in the total electron yield mode, in photon energy steps of 100 meV and
with circular polarization of a degree of 90%; an external magnetic field of +1 T was
flipped at each data point. It is shown in the figure that spectra of very good quality
are obtained. The beamline PM-3 is well suited to measure N spectra with good



resolution, which may be of general interest. In particular, an XMCD signal at the N K
edge can clearly be resolved below T¢. It amounts to about 0.5% and shows a
characteristic structure that was well reproduced for different acquisitions. To our
knowledge, this is the first observation of magnetic dichroism on nitrogen in a
ferromagnet.

N K-edge in GdN at 15K
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Figure: Total electron yield XA spectrum (upper panel) and XMCD signal (lower panel) at the N K-edge in a
GdN layer at 15K.

The K-edge XMCD spectrum of N is of particular interest that goes beyond the actual
system. It probes the projected orbital magnetization density of unoccupied p states
of N [3]. No theoretical results for such spectra are available in the literature. We note
that the rich information on K-edge XMCD in the soft x-ray range has recently been
demonstrated for oxygen in CrO; [4] or in molecular CO adsorbates on ferromagnetic
films [5]. It is clear that after this preliminary result we have to perform detailed
measurements, for example of the temperature dependence of the dichroic spectra,
before a comparison with the electronic band structure of GdN [1] can be made.
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Angular Dependence of 1T-TiSe, Photoemission in I'-M Direction of Brillouin Zone
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Intercalation compounds of titanium dichalcogenides MTiX, (here M is an
intercalated metal: Cr, Mn, Fe, Co, Ni; and X =S, Se, Te) are the layered structures where the
layers of the host lattice alternate with the layers of intercalated component. These materials
look quite the similar to the artificial layered system, which consists of magnetic metal layers
alternated with nonmagnetic layers. In case of intercalation materials, the change of magnetic
metal concentration leads to the change of the average distance between the magnetic atoms
within the layer while the distance between the layers remains almost the same. Thus,
intercalation materials are suitable for investigation of the influence of topochemical
transformations on the bond structure and physical properties.

From the other hand, single crystals of TiX, and M\TiX, are of strong anisotropy.
So they are suitable for band structure investigation using ARPES technique, since it is easy
to obtain a fresh flat surface for investigation by monocrystal chipping directly in chamber of
spectrometer under the deep vacuum. The main problem is to obtain monocrystals with
different concentrations of impurity. This problem has been solved using a technique of
impurity deposition on the basal surface of crystal and annealing directly in the chamber of
spectrometer till complete dissolving of evaporated layer. Such a technique has been
developed first for compounds intercalated by alkaline metals [1]. Then it was applied for
compounds intercalated by lanthanides [2]. An intercalation of metals leads, obviously, to
modification of chemical bonds and, as a result, to rearrangement of the band structure in the
wide energy range of valence band. To detect and explain these changes one should have
pristine materials spectra in the same wide energy range with intensity high enough and
admissible energy resolution. At the same time it was founded that for many interesting
compound, like as TiSe,, for example, such spectra are not reported at most. A lot of paper
are devoted to investigation of pre-Fermi states for energy range from 0 to 2 eV (see for
example [3-5]). The only article was devoted to the spectra of the more deep states, which
were obtained in I'-K direction, but it is known that intercalation is accompanied by high
distortion of states in ['-M direction [6]. For this direction dependencies E(k) were reported
only [3], but spectra, which can be used as a reference, were not reported.

In present work an investigation of TiSe; is performed using ARPES technique in
['-M direction for energy range from 0 to 7 eV. The results obtained may be used as a
reference in investigation of the influence of intercalated metal on the band structure.

To obtain intensive spectra the energy of excitation was chosen 85 eV. Spectra
were registered for polar angles from 16 to 40 degrees and energy range from 0 to 6 eV.
Spectra presented in the picture give a sufficient information on the distribution of the
electronic states. Line “a” is near the Fermi energy and corresponded to Ti3d states. This line
is presented in spectra of all the titanium dichalcogenides [3,7,8]. Its origin is explained
usually due to the presence of superstoichiometric titanium and its dispersionless shape
characterizes localization of the impurity electrons. Lines “b”, “c”, “d” and “e” are below in
energy scale and have a strong dispersive shape. These lines are corresponded to Sedp states.



An excitation energy was higher as usually, so dependence E(k) are not presented here, since
the wave vector scans not only the first Brillouin zone but all the others too. That is why
spectra are unsharpen.
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FIG.1. Photo-emission
spectra for 1T-TiSe, at
energy of exitation o =
85 eV as a function of
polar angle 6 along I'-M
direction of Brillouin
zone.

The spectra obtained are of high quality and will be used as a reference at
investigation of the influence of TiSe; intercalation by transition and rare-earth metals on the
band structure.
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In this study, we have investigated the initial stages of Yb-Si(100)2x1 interface formation for
the first time by photoelectron spectroscopy utilizing the synchrotron radiation. The
measurements were performed at the Russian German beamline of the BESSY II synchrotron
radiation facility. The end station of the beamline was equipped with an angle-resolved
photoelectron spectrometer with a multichanneltron detector. The base pressure in the UHV
chamber for measurements was better than 2x10™° Torr. The angle of the incident photons
was kept at 67° relative to the normal to the sample surface. A n-type Si(100) substrate was
cleaned in situ by resistive heating up to ~ 920 K and flashing at ~ 1450 K. Yb was deposited
onto the Si(100) surface from a well-degassed Knudsen cell. The pressure was less than 8x10°
19 Torr during the Yb deposition. The evaporation rate was ~ 0.01 ML/s.

We recorded Si 2p and Yb 4f photoemission spectra for the systems grown by two
different means. In the former one, Yb deposition onto Si(100)2x1 was done at room
temperature (RT). The substrate was not annealed after the deposition. In the other one, Yb
was also deposited at RT, however, the substrate was heated at 800 K for 3 min thereafter.
According to the results of our measurements performed both at BESSY II and the Ioffe
Institute [1], the processes of Yb-Si(100) interface formation are remarkably different for the

cases described above and, for this reason, we will consider them separately.

(1) Yb atoms are deposited onto Si(100) at RT and then Si 2p and Yb 4f spectra are
recorded (Fig. 1). In this case, the silicide formation does not occur at any thickness of metal
film. Only a limited intermixing of Yb and Si atoms is found from the LEED experiments
carried out at the Ioffe Institute. The Yb film is disordered, that is concluded from the fact that
the LEED spots for clean Si(100)2x1 disappear gradually with increasing Yb coverage,
whereas a new spots do not appear. In the following we will show that the conclusion about

the disordered structure of such a film is well consistent with the results measured at BESSY

II.



The analysis of Yb 4f spectra (Fig. 1(a)) shows that almost only the components caused
by divalent Yb are found throughout the whole range of studied coverages (0 to 20 ML). The
other observation from the above spectra is the broadening of peaks with Yb coverage. This
behavior can be readily explained by the fact that the non-annealed Yb-Si(100) system is
disordered and, therefore, Yb atoms have various coordinations, i.e. chemically different
environment.

The Si 2p spectra shown in Fig. 1(b) can provide further information in this respect. In
these spectra, the component Sy caused by Si dimers decreases after deposition of small
content of Yb atoms (0.15 ML). However, with increasing of the Yb coverage the new
components appears instead of Sy forming a very broad maximum at 0.7 — 1.0 ML. At 1.0
ML its intensity is higher than that of the main Si 2p;,; peak (binding energy of 99.2 eV). The
shape of this maximum suggests that several unresolved features contribute to that. Upon
further increasing of the coverage, this broad maximum transforms into two well-resolved
features, which in spite of the intensity decreasing can be found up to 20 ML. At the same
time, the main maxima observed for clean Si(100) surface disappear at 3 ML. Preliminary
analysis of the described data allows one to suggest that a limited intermixing occurs upon Yb
deposition, with a fraction of Si atoms being dissolved in the metallic film. Beside that the Si
2p spectra should exhibit contributions resulting from a direct interaction at the interface of
the Si crystal with the adsorbed disordered Yb film. It cannot be excluded that the topmost
layer of Si substrate is amorphous too. Taking into account the above-mentioned
consideration, one can assume that the broad maximum observed at 1.0 ML is due to the
contributions of Si atoms in both states (i.e., at the interface and in the Yb bulk). Obviously,
when increasing the Yb film thickness the signal from the Si substrate will be suppressed,
whereas the signal from dissolved Si atoms will be constantly detected up to high coverages.
Such a behavior is monitored at coverages > 1 ML in Fig. 1.

The position of maxima revealed in the Si 2p spectra upon Yb deposition implies the
decrease of the binding energy of the 2p states for Si atoms interacting with Yb ones.
Neglecting final-state effects in photoemission we explain this behavior by a charge transfer
from YD to Si. This can be supported by a variation of the work function observed in Ref. [1].
This variation reveals that, upon Yb deposition onto Si surface, the work function

considerably decreases, e.g. by about 2.15 eV at 2 ML.

(2) Yb atoms are deposited onto the Si(100) surface at RT, followed by the substrate

annealing at 800 K for 3 min (Fig. 2). The results of our structural investigations show that



the system is ordered in the sub-monolayer regime. That is verified also by looking at the Yb
4f spectra shown in Fig. 2(a). As follows from these spectra the broadening of maxima, as it
was observed for the case of non-annealed system, does not occur with increasing Yb
coverage. The other conclusion from the Yb 4f spectra analysis is that the Yb growth on Si at
800 K is accompanied by an increase of the density of states in the region of the Fermi level.
Finally, the third observation is an appearing of the intense component corresponding to
trivalent Yb atoms at > 3 ML. Note that, according to our thermal desorption measurement,
the silicide phase formation occurs at Yb coverages higher than 0.5 ML.

The transformation of Si 2p spectra (Fig. 2(b)) within 0 — 0.5 ML, i.e. prior to the silicide-
formation stage, resembles the evolution of the spectra for non-annealed Yb layers. Similar to
the latter case it can likely be explained by the charge-transfer arguments, that is supported by
the work-function measurements as well. However, at Yb coverage higher than 0.5 ML (i.e.
beyond the onset of silicide formation, the spectra for the annealed system are very different
from those for the non-annealed one. The difference may be caused by two main reasons.
First, it is unlikely that the ordered YD silicide phase gives rise to amorphous topmost layer of
Si substrate, as it can be the case of non-annealed layers. Second, the chemical surrounding of
Si atoms in ordered silicide film is different from that in the amorphous film.

At >3 ML, the evolution of the Si 2p spectra is saturated. Four maxima are seen in these
spectra. Two of them are characterized by the same binding energy as for the clean Si (99.2
eV and 99.8 eV), whereas the other two maxima correspond to the 2p states with lower
binding energy. One may speculate on the origin of the two latter maxima. The Yb silicide is
known to exhibit the graphite-like structure, in which Si layers alternate with Yb layers. It
cannot be excluded that the essential charge transfer may occur from Yb layers to Si ones in
such a structure formed by atoms having a large difference in electronegativity. Such a
transfer can provide the substantial contribution to Si 2p components exhibiting lower binding

energy.

[1] M. Kuzmin, R. E. Perild, P. Laukkanen, R.-L. Vaara, et al. (to be published)
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Band mapping of the magnetite Fe;s04(111) surface
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Magnetite (FesO,) is an intensively studied strongly correlated 3d compound which is
ferrimagnetically ordered below a relatively high transition temperature (Tc=851K) [1].
Magnetite crystallizes in the cubic inverse spinel structure with Fd3m space group, a lattice
constant of a=8.396A with 8 formulas per unit cell [2]. The oxygen anions (O%) form a close-
packed fcc sublattice. The tetrahedral lattice sites in the inverse spinel structure are occupied
by Fe** cations (Fae) and octahedral lattice sites are occupied alternately by an equal number
of Fe** and Fe** cations (Feuq).

The electronic band structure of Fe;0, films was extensively investigated by means of
X-ray magnetic circular dichroism (XMCD) [3,4], ultraviolet as well as X-ray photoelectron
spectroscopy (UPS and XPS) [5,6], and spin-resolved photoelectron spectroscopy (SP-PES)
[6,7]. However, the interpretation of the valence-band photoemission spectra of FesO, has
been amatter of debate since decades [8-10]. The recent investigations [5,7] showed that band
structure calculations should be taken into account for the interpretation of PES spectra of
Fe304.

In the present experiment the surface electronic band structure of in situ prepared
epitaxial Fe;04(111) thin films was studied by means of angle-resolved photoelectron
spectroscopy (ARPES) using synchrotron radiation. The dispersions of the O 2p and Fe 3d
electronic states were measured along the G- M direction of the FesO4(111) surface
Brillouin zone (SBZ). For the interpretation of these findings we propose a model which
considers the magnetite Fes04(111) thin film as an intercalation-like system, where Fe** and
Fe** cations are incorporated into the tetrahedral and octahedral interstitial sites of a close-
packed fcc oxygen sublattice [11]. Under this consideration the large dispersion of the O 2p-
derived states was interpreted for the SBZ of the oxygen sublattice. Separately, the Fe 3d-
derived states have a small periodic dispersion near the Fermi energy (Eg) across the SBZ
given by the Feg cations which form the (2 2) superstructure on the Fe3O4(111) thin film
surface.

The experiments were carried out in the Russian-German Laboratory at the BESSY |1
storage ring. The UHV system for ARPES at room temperature equipped with AES and
LEED optics, a gas inlet, e-beam evaporation cells, and a CLAM4 analyzer for ARPES
experiments with an energy resolution of 100 meV and angle resolution 1°. The base pressure
in the vacuum chamber was 1” 10°mbar. Clean 100A-thick Fe(110) films were prepared in
situ by electron-beam evaporation on a W(110) substrate, while the thickness was
simultaneously monitored by a quartz microbalance. The Fe(110) thin films were successfully
oxidized into Fe;04(111) films by exposure to high-purity oxygen gas and subsequent
annealing at 300°C. The degree of crystalline order of the epitaxial Fe3O4(111) films obtained
in our experiments has been checked by LEED. In agreement with previous studies sharp
(2° 2)-reconstructed hexagonal LEED patterns have been observed. The surface cleanliness
has been monitored by valence-band and core-level PES.



The bottom panel of Fig.1
shows representative valence
band spectra of an epitaxial
Fes04(111) thin film as afunction
of the emission polar angle q (O-
25°) dongthe G- M direction of
the Fes04(111) SBZ. All spectra
are normalized on the maximum
intensity for each spectrum. A
photon energy of hn=58eV,
which corresponds to the Fe 3p-
3d resonance [5,12], was used in
all photoemission experiments
which  yelds an increased
photoemission intensity from Fe
3d states near Er. The ARPES -
spectra in Fig.1 show the Fe 3d- C
derived emission extended over
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the Fe;04(111) valence band are  the upper panel shows a LEED image (E=121eV) of the

marked by dashed lines (1-5) in Fes0,4(111) surface and the schematic representation of the

Fig.1. oxygen-derived and the FesO4(111)-derived surface Brillouin
The borders of the SBzs “"*

were calculated separately for the

oxygen sublattice and the Fes04(111) sublattice SBZs (upper panel in Fig.1). Following the

Fes04(111) surface structure the oxygen sublattice SBZ was considered with the wave vector

corresponding to the border of the SBZ equal to kané o. = G- Moo, lo.r,=1.22A giving the

Intengty (arb. units)

angle values of g=19.04° and q=22.32° for binding energies of Er and 14 eV, respectively
(line A in Fig.2). The Fes04(111) sublattice was considered in a similar way with

Kzl = G- Mg, lre.»,=0.61A™ giving the angle values of 9=9.39° and ¢=10.95" for

I Fe,0,
binding energies of Er and 14eV, respectively (line B in Fig.2).

The obtained spectroscopic data was used to generate colored intensity maps of the
Fes04(111) thin film valence band as shown in Fig.2 over arange of 14eV below Er and over
a range of 1.5eV below Er (not shown here). The O 2p electronic states show a clear
dispersion from about 9eV down to 2.5eV of binding energy within polar angle changes from
0 to 20° (lines 1-5 in Fig.2). At the same time the Fe 3d electronic states show an obviously

symmetric dispersion with a half-period of 9° starting at the G, point and running up to the

M;e point of the periodic SBZ of the (2" 2) surface superstructure formed by the topmost Fe
2
atoms of the Fes04(111) film surface (not shown here) [12]. This ME point of the
2
Fes04(111) SBZ at around g=9° is in good coincidence with the calculated position of the
Fes04(111) SBZ border. However, the dispersion symmetry of the O 2p electronic states can
not be described in terms of the Fe;04(111) SBZ as the symmetry point M; of the O 2p
2
electronic states dispersion main branch (line 1 in Fig.2) lies at around g=20° emission angle.



The M(C))l point also corresponds to
2
the G)° point of the Fes04(111) E,
SBZ. This means that the full 24
description of the surface electronic
band structure of the Fes04(111)
film is only possible when two
different SBZs are considered. The
first one is the oxygen derived SBZ

with the G- Midirection 12

Binding Encriry (eV)

—'-"
2 14 | .M&? ey -
corresponding to the emission 2 4 6 B M 12141618 W H
angles 0-20° (line A in Fig.2) and i {epeen)

. . . Fig.2. Contour plot of the ARPES intensity along the GM
the second one is the iron derived girection: (a) for the emission between Er and 14eV

SBZ with the G,-M™ direction binding energy; and (b) extended over 1.5eV below the

% Fermi level.
corresponding to the emission
angles 0-9° (line B in Fig.2). The small dispersion of the O 2p and Fe 3d states in the valence-
band structures observed along the G-L direction [5,12] indicates an ailmost two-dimensional -
like character of the crystalline arrangement and electronic structure of the FesO4(111)
surface.

The possibility to describe the FesO4(111) surface electronic band structure as a
product of two overlapping SBZs (the oxygen sublattice SBZ and the Fe3O4(111) SBZ) is
supported by the Fes04(111) crystallographic structure which can be represented as
multilayered system consisting of hexagonal close-packed oxygen (111) layers forming a
cubic ABCABC... stacking sequence along the [111] direction with the periodicity of 14.6A
and 2.67A between the oxygen close-packed layers. Between the oxygen (111) planes
tetrahedrally and octahedrally coordinated Fe anions are located. The regular Fe;04(111)
surface forms an unreconstructed bulk termination that exposes 1/4ML of Fe atoms above
the close-packed oxygen layer [12]. The Fe304(111) surface can be described as an quasi-two-
dimensional intercalate-like structure where F&** and Fe** cations are incorporated into the
tetrahedral and octahedral interstitial sites of the close-packed fcc oxygen [11].

This work was supported by the German Federal Ministry of Education and Research
(BMBF) under grant No. FKZ 05K S1PAA/7.
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Electronic structure investigation of nanocomposite materials

based on cage carbon
A.V.Okotrub, L.G.Bulusheva
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During last ten years the cage carbon materials attract considerable interest owing
their unique electronic, mechanical, and chemical properties, which can be utilized in
different devices and technologies [1]. The aim of present project is investigation of the
effects of morphology, dimensionality, defect structure and element composition of wide set
of graphitic-like carbons on their electronic structure using a combination of X-ray absorption
spectroscopy (BESSY Il) and X-ray fluorescent spectroscopy and quantum chemistry
(Institute of Inorganic Chemistry, Siberian Branch of Russian Academy of Science).

The samples of multiwall and single-wall carbon nanotubes, onion-like carbon
particles, and graphites, produced by different synthetic conditions, were comparatively
studied. Carbon nanotube can be thought as one (single-wall tube) or several (multiwall tube)
graphite sheets rolled into cylinder, carbon onion consists of quasi-spherical graphitic shells.
So, the investigated objects are graphite network based materials being different in
dimensionality.

One of the most important problems in the carbon materials research is an evaluation
of the defect dependence of electronic structure. The kind and portion of defects occurring in
the graphite network are strongly governed by synthetic procedure, namely, the production
temperature and following treatment for impurities removing.

We measured the angle dependence of X-ray absorption for crystallite graphite and
highly oriented pyrolytic graphite. The weaker angle dependence of CK absorption edge for
the latter sample indicated the significant imperfection of its structure caused by the low layer
ordering and high defect portion. The alignment of multiwall carbon nanotubes vertically
grown on a support (Fig.1(a)) was characterized by X-ray absorption and X-ray fluorescence.
The angle dependence of these spectra is opposite to that measured for graphite (Fig. 1(b,
c¢)) that is indicative of another orientation of graphite networks respective to the support.

Recently, we have investigated a change of X-ray fluorescent spectra of carbon
nanoparticles, produced at the different temperatures of nanodiamonds annealing [2]. A
strong increase of density of high-energy occupied states detected for onion-like carbon
formed at the intermediate temperatures was assigned by the result of quantum-chemical
calculation on various models to the holed structure of graphitic cages. The X-ray absorption
spectra measured for these samples indicated the change in the density of unoccupied

states that could help to more precise revealing of defect type in the onions.
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Fig. 1. Scanning tunneling microscopy
image of carbon nanotubes vertically
grown on the silicon support — (a).

X-ray absorption spectra of aligned carbon
nanotubes (b) and highly oriented graphite
(c) measured at different take-off angles of
radiation. The angle dependence of X-ray
absorption for nanotubes has the opposite
behavior compared to that for graphite.
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The comparative study of the electronic structure of single-wall carbon nanotubes
was performed for the samples produced using three different methods: electric arc, laser
ablation, and high pressure CO decomposition technique. It is well known that the electronic
structure of single-wall carbon nanotubes being one-dimensional objects is characterized by
singularities appeared in the vicinity of the Fermi level [3]. The related peculiarities in the
electronic structure of nanotubes were first observed in the X-ray absorption spectra (Fig. 2)
that became possible due to the high resolution of X-ray monochromator. Effect of the
sample purification with help of acid and/or air oxidation on the position and intensity of the
singularities was revealed. Keeping the peculiarities in the electronic structure of treated
nanotubes suggests slight acid action on the graphitic network arrangement. Further, we
plane to determine the geometry of different type of single-wall carbon nanotubes from
comparison of the results obtained with the quantum-chemical calculations.

Chemical treatment can be effective way for modification of the electronic structure of
carbon materials. We comparatively investigated the pristine graphites and carbon
nanotubes and fluorinated ones. The content of fluorine was determined by X-ray
photoelectron spectroscopy to be no greater than 30% that assumes a keeping of n-system

in the fluorinated materials. The X-ray absorption spectra were recorded for carbon and



fluorine. In the case of multilayered structures the angle dependence of absorption and
fluorescence was measured. The difference between spectra recorded at the different take-
off angle of radiation provides the distribution of n-electrons in the valence and conduction
bands of fluorinated graphites and carbon nanotubes. The quantum-chemical modeling of
the data obtained will be used for revealing of fluorine distribution on the flat and cylindrical
graphitic surfaces.

"\.\__

Intensity (arb. units)

Intensity (arb. units)

T T T T T T T
2835 2840 2845 2850 2855 2860 2865 2870 2835 2840 2845 2850 2855 2860 2865 2870

Photon energy (eV)
Photon energy (eV)

Fig. 2. Fist line (red color) of carbon X-ray absorption measured for pristine (a) and acid-oxidized
(b) single-wall carbon nanotubes. Blue colored line corresponds to the second derivation of the
spectrum. The arrows point to singularities, which are caused by one-dimensional tube structure.

Insertion of metal containing compounds into gas phase reactor for nanocarbon
production can yield the metal nanoparticles coated by graphitic shells. Due to the small size
of formed metallic particles and protection of their surface by graphite shells again oxidation,
such type materials could find application in magnetic data storage, spin-dependant
electronic devices, ferrofluides [4]. We studied the electronic state of graphitic shells covered
the spherical cobalt nanoparticles or the iron nanowires. Comparison of X-ray absorption
spectra of carbon measured for these composite structures and empty graphitic nanotubes
and onions could provide the information about carbon-metal interactions.
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1. Introduction

Up to now no precise low-temperature photoemission data were reported for most insulating
ionic crystals. Due to experimental difficulties of such measurements (surface charging) mainly
room-temperature data obtained for a restricted number of crystals with quite a low resolution
are available [1-7]. A special case of core hole relaxation is observed in some ionic crystals in
which Auger-decay of the holes in the uppermost core band is energetically forbidden. Such
crystals possess fast (1 < 3 ns) intrinsic luminescence due to radiative transitions of the holes
from the uppermost core band into the valence band [8]. This kind of luminescence is called
either crossluminescence (CRL) or, alternatively, Auger-free luminescence, or core-valence
radiative transitions, and is observed in a few ionic crystals after excitation by 14-21 eV photons
causing ionization of the uppermost core band. The most well known CRL crystal is BaF,. We
have performed high-resolution photoemission study of this compound at different temperatures
with the aim to compare obtained spectra with luminescence spectra taken before.

2. Experiment

The photoemission experiments have been carried out at the Russian-German beamline
(bending magnet D16-1A) with excitation photon energies ranged between 85 and 130 eV. The
photoelectron spectra were recorded with the CLAM4 electron energy analyzer. The BaF, films
were prepared in situ by evaporation onto the stainless steel substrates. The substrates with
evaporated BaF, films were installed onto the sample holder which can be cooled by liquid
nitrogen. At the optimal film thicknesses less than 100 A no disturbing influence of surface
charging was observed .

Luminescence spectra from the BaF, single crystal samples were measured before under
synchrotron radiation excitation from the DORIS storage ring [9,10].

3. Main results and discussion

The photoelectron spectra for the in situ evaporated thin films of BaF, were recorded at 300 K
and, for the first time, at liquid nitrogen temperature (LNT, 80 K). The achieved energy resolution
was much better (<50 meV, FWHM) than that used before by other authors for such specimens
(usually 0.3-0.4 eV, FWHM). An example of such spectra for the BaF, film evaporated on the top
of thin CsCl layer is shown in Fig.1 together with the decomposition of photoelectron spectra into
the sum of Gaussian sub-spectra. In this case the photo-lines arising from both materials, BaF,
and CsCl, are observed in the spectrum. The spin-orbit components of the Ba 5p band are
clearly resolved, and the value of spin-orbit splitting is 2.0 eV. The FWHM for Ba 5p, and Ba
5pa» bands resulting from the fits are 1.30 and 1.42 eV at 300 K, 1.28 and 1.20 eV at 80 K,
respectively.
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In crystals with CRL the lifetime of holes in
the uppermost core bands is large (1~107 s)
in comparison with typical core-hole lifetime
(1~10™"° s) due to Auger-decay and the width
of these bands possesses only phonon
broadening. The temperature dependence
of the bandwidth due to phonon broadening
is given by: I'(T) = Iy [coth (ha/2kgT)]",
where I'y is the FWHM at zero temperature,
o is phonon frequency, kg is Boltzman
constant. If we assume that the widths of
the bands at 80 K are practically the same
as at T = 0 K we can make a crude
estimation of energies for effective modes of
lattice vibrations responsible for the phonon
broadening. This gives the values of ho =
49 and 113 meV for the Ba 5ps, and Ba
5p4, bands, respectively. For the uppermost
core Ba 5pz, band this phonon energy is
close to the phonon cutoff energy in BaF,
(hoo = 43 meV) and to phonon energies
describing phonon broadening of the CRL
bands in BaF, [9]. On the other hand the

width of the Ba 5ps, band is almost
independent of temperature, and such a
behavior can be explained by lifetime
contribution to the bandwidth because the
hole in the Ba 5p4, band can energetically
undergo Auger-decay.

Fig.1. Decomposition into the sum of Gaussian
functions of photoelectron spectra measured in
the vicinity of the Ba 5p band at room and
liquid nitrogen temperatures.

The comparison of the photoelectron and CRL spectra for BaF, is shown in Fig.2 where the
energy of photoelectrons was shifted along the x-axis in such a way that the main maxima in the
CRL spectrum coincide with the positions of two main bands obtained after the decomposition of
the photoelectron spectrum into the sum of Gaussian functions. In such a representation the
zero-energy position, i.e. the energy position of the relaxed core hole, falls into the upper edge
of the Ba 5p;» band in the photoelectron spectrum. However, this edge is due to the phonon tail
of the corresponding electronic states in the Ba 5ps;, band. Practically the energy of the
uppermost electronic states in the Ba 5p;, band should lie near the maximum of the band, i.e. at
about —1.3 eV in the scale of Fig.2. Assuming that the energy relaxation in photoemission from
the Ba 5p states is negligible this value can be considered as an estimation of the relaxation
energy for the core hole during its radiative lifetime.

Recently a new emission band peaking at 7.6 eV has been found when a BaF, sample was
cooled down to 9 K [10]. In accordance with the simple energy band model of CRL the spectrum
of CRL in BaF, covers the spectral region corresponding to the F 2p — Ba 5pj» electron
transitions. Taking into account that the spin-orbit splitting of the Ba 5p band is 2 eV and that the
main CRL band in BaF; is situated at 5.6 eV the new emission band at 7.6 eV was tentatively
ascribed in [10] to the F 2p — Ba 5p+;, electron transition. Since the widths of the bands in the
photoelectron spectra are rather wide due to phonon broadening, we failed in our attempts to
separate completely the spin-orbit components of the Ba 5p3.1» band in BaF, at LNT. However
the gap between spin-orbit sub-bands of the Ba 5p band seems really to exist. It is possible that



a narrow gap between the 5p., and 5ps;, sub-bands decreases strongly the probability of
relaxation for core holes from the lower into the upper sub-band at low temperature.

4. Conclusions

BaF, The photoelectron spectra
for the in situ evaporated

1,0- A F 2p (VB) thin films of BaF, were
] recorded without remarkable
influence of surface

\ charging, for the first time at
1 low temperature (80 K), with
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Electronic and atomic structure of cobalt silicides at initial stages of
their formation
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The Co/Si(100) system represents both scientific and technological interest due to a
possibility of formation of the atomically abrupt CoSi,/Si interface and the unique properties
of cobalt disilicide films. The initial stages of CoSi, formation reveal rather complex
behavior, so the problem is still under discussion. For example, there is no generally accepted
point of view concerning the question, whether atomic Co reacts with the substrate to produce
CoSip-like compound at the room temperature, or not [1-5]. The aim of the present work was
to investigate the evolution of electronic and atomic structure of ultra thin cobalt silicide
layers formed in UHV by means of solid phase epitaxy. To obtain such kind of information
we have applied the photoelectron spectroscopy (PES) with a high energy resolution (140
meV) using beamline with the photon energy of 50 - 130 eV.

The experiments were carried out in a vacuum chamber with a base pressure ~5x10™"'
Torr. The substrates used were Si(100) wafers with a misorientation of less than 0.1°. Before
introduction into UHV they were prepared by wet chemical treatment according to the
method of Shiraki. For final preparation, the samples were flashed up to 1200°C and cooled
slowly, with the rate of less than 50°C/min, that ensured the 2x1 LEED pattern and the
absence of C and O contaminations. Element composition of surfaces was monitored by PES.
Co was deposited from an electron bombardment evaporator at a rate of ~ 1 ML/min (IML =
6.8x10"* Co atoms/cm?).

At the first stage of experiment ultra thin Co layers (<10 ML) of increasing thickness
were deposited on the clean silicon surface and the sets of Si2p, Co3p and valence-band
spectra were taken after each deposition. The core lines were measured at photon energy of
130 eV to obtain the highest surface sensitivity. The valence-band photoelectron spectra were
taken in a wide solid angle oriented along to the surface nornal. At the second step to
investigate both the solid phase reaction between deposited Co and Si surface and the thermal
stability of CoSi, films the similar data were obtained after stepwise sample heating until the
temperature of 900°C.

The results obtained are illustrated in Fig. 1. Decomposition of the spectrum of
Si(100)2x1 have revealed in accordance with Ref. [6] the presence of five surface
components shifted relative to the bulk one. To minimize the complexity of the figure only
two 2p3., surface modes (S, and S4) associated with upper and down atoms of asymmetric Si
dimers are shown, the rest ones are combined with the bulk component into the B; mode.
Adsorption of cobalt results in disappearance of the S, and S4 modes, indicating the loss of
initial reconstruction of the silicon surface. The effect can be explained by incorporation of
chemisorbed Co into the top surface layer between four Si atoms, which saturates their
dangling bonds. A new mode arising due to Co adsorption is shifted to lower binding energy
relative to the bulk line that is evidence for the absence of nuclei of CoSi,-like compound.
Further Co deposition gives rise to intensive S mode of the spectra attributed to a solid
solution Co-Si film, which turned out to be not continuous.



Co dose
Si(100)2x1

I, arb. un.

hv=130 eV

0 -1 2 3

AE, eV

(e
(oW ]

Fig.1. Background subtracted Si 2p spectra obtained for Co/Si(100) system and
the results of their fitting. Left column illustrates the data related to room
temperature Co deposition while the right one shows the spectra measured after
annealing the sample covered with 6 ML of cobalt.
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Fig. 2. Valence band spectra
obtained for Co/Si(100) system
during room temperature
deposition  of  cobalt and
subsequent heating the sample.



During sample annealing the changes in Si 2p spectra were found at the temperature of
~250°C. We observed both appearance of a new component (D) shifted to higher binding
energy relative to the mode B, and decrease of the S component being an evidence for solid
phase reaction between Co and Si. The energy shift of D mode is typical for the one of CoSi,
with the stable CaF,-structure. The reaction is completed at ~350°C when the S component is
replaced by the Sp one, which can be attributed to the surface component of epitaxial film
CoSi,(100). Further annealing at 600°C gives rise to both the increase of the B; component
and a new observation of S, and S4 modes typical for asymmetric dimers of the Si(100)2x1
surface, that is an evidence for pinholes formation.

Considerable changes observed in the valence band structure (see Fig. 2) during both
the room temperature cobalt deposition and subsequent sample annealing confirm the
foregoing conclusions.

The study was supported by Russian Foundation for Basic Research (grantt Ne 01-02-
17288), Russian Ministry of Science (contract Ne 40.012.1.1.1152) and the Russian-German
laborattory at BESSY II.
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High-resolution near-edge fine structure in F 1s absorption spectra
of 3d metal fluorides.
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In this paper we report high-resolution F 1s absorption spectra measured for the first time for a
series of transition metal (TM) fluorides TiF,, VF4, VF;, CrF;, CrF,, MnF;, MnF,, FeF;, FeF,, CoF,,
NiF,, and ZnF,. Fluorides were selected for the study because they are the most ionic, and among the
simplest, of the 3d-metal compounds. Therefore, the understanding of their X-ray absorption (XA)
spectra may help to explain the spectral features and electronic structure in more complicated covalent
compounds. In the context of a simple ionic model it is natural to assume that the covalent TM 3d — F
2p bonding is virtually absent in TM fluorides. In this case the F"2p® and M*" 3d" electrons make up
two different subbands in the valence band, while the unoccupied 3d states of TM cation form the
lower conduction band. Although X-ray absorption spectroscopy (XAS) has been widely used for
several decades for obtaining information on unoccupied electronic states in TM compounds,
systematic XAS studies of the role of the covalent mixing (hybridization) between the TM 3d
electrons and ligand valence electrons in the formation of the electronic structure of these compounds
are practically nonexistent. By a comparative analysis of the F 1s absorption spectra of TM fluorides
we show that even in the case of such strongly ionic compounds of the 3d atoms as fluorides the
covalent bonding plays an important role, causing a mixed TM 3d — F 2p character of vacant
electronic states near the bottom of their conduction band.

The F 1s spectra in binary fluorides TiF,, VF,, VF;, CrF;, CrF,, MnF;, MnF,, FeF;, FeF,, CoF,,
NiF,, and ZnF,, as well as in the gas-phase SF¢s molecule and in the PFs and TiFs> molecular anions
of the solid compounds KPF4 and K,TiFs were measured at the Russian-German soft-X-ray beamline
at BESSY II [1]. The spectra of solid and gaseous samples were taken by detecting the total electron
yield from the sample and the photoionization yield, respectively. The energy resolution of the
monochromator AE in the range of the F 1s absorption edge (~690 e¢V) was estimated to be
approximately 115 meV. The other experimental details were given in our previous work [2], some of
the spectra presented in this paper were briefly discussed at the same place.

Figure 1 shows high-resolution F 1s absorption spectra for binary fluorides of 3d atoms
measured for the photon energy of 675-760 eV and normalized to the same absorption jump.
Evidently, they differ very strongly both from the F 1s spectrum of the molecular anion TiF¢" in
K,TiF¢ and along the series of 3d-metal fluorides (with increasing number of TM 3d electrons: TiF, —
VF, — VF; — CrF; — CrF, — MnF; — MnF, — FeF; — FeF, — CoF, — NiF, — ZnF,). Nevertheless, one can
distinguish three spectral ranges, whose structural features are similar for all the spectra, including that
of covalent titanium hexafluoride. The first range, at about 2—7 ¢V, contains narrow resonances a, b, a/,
and b' located below the F 1s threshold (~690 eV), with their number varying between one and four.
The second range is dominated by broader absorption bands c, d, and e that are located slightly above
the absorption edge and significantly overlap with each other. It should be noted that despite the lower
energy resolution of the F 1s absorption spectrum of ScF; taken for the photon energy range of 683-
707 eV in Ref. [3], this spectrum also contains two similar ranges. The third energy range (above 700-
705 eV) contains very broad and less intensive EXAFS-like oscillations.

Since for all fluorides under study an octahedral or nearly octahedral coordination of 3d atoms to
fluorine is typical, these crystals are commonly considered as three-dimensional arrays of interlinked



distorted MF¢ octahedra [4]. In this case, possible covalent bonding between the 3d atom M and
surrounding fluorine atoms can, evidently, take place within the octahedron due to the mixing of the
valence M 3d, 4s, and F 2p electronic states. To elucidate how this hybridization of the valence states

S ¢ S|
© @ Fe2p
T ho] .
o 3L absorption
> >
c [ c
e St
© r ©
(3] o
° | ©
i CrF, _
= I T I T I T I T I = ! T T T T T T T T
680 700 720 740 760 680 700 720 740 760
photon energy, eV photon energy, eV

Fig. 1. High-resolution F Is absorption spectra of 3d atom fluorides. The spectra are normalized to
the same continuum jump at the photon energy of 760 eV.

can manifest itself in the F 1s absorption spectra of binary TM fluorides, we compared F 1s NEXAFS
for the following isostructural covalent systems: the gas-phase SF¢ molecule and the solid-state
molecular anions PF, and TiF>, representing isolated regular octahedral [2]. Based on this
comparative study, it was found that very narrow low-energy absorption peaks a and b in the spectrum
of TiF¢” are associated with the F 1s electron transitions to lowest unoccupied MO’s t,, and e, of the
anion. These molecular states are mainly localized on the central (titanium) atom and are largely
determined by its vacant 3d states, which are split in the anisotropic field of the fluorine octahedron
into 3dt,, and 3de, components. They can be observed in the F 1s absorption spectrum of the TiFs"
anions due to the covalent bonding between the titanium and fluorine atoms causing a hybridized Ti
3d — F 2p character of these unoccupied electronic states.

By considering the low-energy structure in the F 1s absorption spectra in more detail (Fig. 2),
one can see the similarity in general appearance and energy position for this structure in the spectra of
jonic fluorides and the covalent molecular anion TiFe>. This allows us to assign it in both cases to the
free electron states with the mixed TM 3d — F 2p character resulting from the significant covalent
bonding between the valence electrons of the metal and fluorine atoms. However, in going from the
TiF¢" anion to the binary fluorides and further along the series TiF, - ... - ZnF, the spectra of Fig. 2
exhibit marked changes in the number and relative intensity of the resonances, as well as in their
energy positions with respect to each other and to the F 1s absorption edge. These changes are likely
to be caused by (i) a decrease in number of unoccupied 3d states of the metal atom accompanied by a
larger localization of these states along the series under study, (ii) a different exchange interaction
between the 3d electrons in partially filled shells, (iii) a change in size of the fluorine octahedron and



the character of its distortion, and (iv) a differing impact of the remaining part of the crystal on the
quasi-molecule MF¢, which manifests itself particularly in a different coupling between these
structural units in the crystal. Therefore, a complete understanding of all these changes is possible (if
ever!) only on the basis of sophisticated theoretical calculations of the F 1s NEXAFS of binary
fluorides, which unfortunately are not reported in the literature so far.
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Fig.2. Low-energy fine structure of F' 1s absorption spectra for 3d-atom fluorides.

In conclusion, we emphasize that the basic results of our study provide a strong experimental
evidence for importance of covalent mixing in the formation of unoccupied electronic states in
crystalline 3d-TM fluorides. The F 1s absorption spectra are found to be of considerable promise in
probing unoccupied 3d states of the central (TM) atoms in these compounds. On the whole, our results
agree well with the conclusions of similar studies of compounds with less ionic character, 3d-TM
oxides.
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The sharp magnetic resonance peak observed in inelastic neutron scattering
experiments [1] is unanimously considered to be one of the most striking features of
the high temperature superconducting cuprates which suggests an important role of
magnetism in the mechanism of the HTSC [2]. It has been argued that the
emergence of the resonance below the superconducting transition has a strong
feedback effect on the electronic properties of the cuprates, leading to the
appearance of the peak-dip-hump (PDH) features in the angle-resolved
photoemission (ARPES) spectra. Previous doping dependent ARPES studies [3]
revealed a close connection between features in the spectral function and
characteristics of the resonance mode, assuming that bilayer splitting effects were
not relevant. Since this is clearly not the case -- we have shown recently [4] that such
effects are dominant in PDH formation, at least in overdoped Pb-Bi2212 -- we apply
high-resolution ARPES with variable excitation energies to disentangle bilayer
splitting effects and intrinsic (self-energy) effects in the electronic spectral function
near the (rn,0)-point of differently doped Pb-Bi2212 [5]. In contrast to overdoped
samples, where intrinsic effects at this point are virtually absent, we find in
underdoped samples intrinsic effects in the superconducting-state (r,0) spectra of the
antibonding band (see panels a-c in Fig.). The collection of energy distribution maps
shown in panels d-lI of the Figure is an important and completely new dataset of
ARPES data as they cover the (n,0) region of both the overdoped and underdoped

regimes for photon energies which differingly select the two bilayer-split bands. The



coupling to the resonance mode makes itself felt as complete “wipe-out” of spectral
weight at energies some 30-40 meV below the peak feature near (=,0).

This intrinsic effect is present only below the critical temperature T¢c and weakens
considerably with doping. Our results give strong support for models [6] which involve
a strong coupling of electronic excitations with the resonance mode seen in inelastic

neutron scattering experiments.
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Figure caption:

(a)-(c) EDCs taken at (n, 0) using 29 and 50 eV excitation energies at which the
contribution of the bonding states to the lineshape is negligible, thus unmasking the
'intrinsic' lineshape of the antibonding component. (d)-(I) Energy distribution maps
taken straddling the (0,0)-(w,0) alongs cuts parallel to (%, ) — (&, 0) — (7T, —n).
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The clearly resolved bilayer splitting in angle-resolved photoemission (ARPES)
spectra of the underdoped high-temperature superconductor Pb-Bi2212 rises the
question of how the bonding and antibonding sheets of the Fermi surface are gapped
in the superconducting state (Fig. 1). Here we show that exploiting the relative
variation of the photoionisation matrix elements for the bilayer split components, we
are able to independently determine the leading edge gaps (LEG) corresponding to
the different sheets of the Fermi surface in the superconducting state.

We have tuned the relative intensity of the bonding and antibonding bands
using the different excitation conditions, i.e. varying the energy of the incident
photons (Fig. 2). Looking at the “map of gaps” recorded using the photon energy of
25 eV (Fig.3, left panel) one can clearly see that both Fermi surface sheets are
gapped. Our results suggest that within the experimental uncertainties both gaps are
identical (Fig. 3, right panel).

As implied by the data presented on Fig. 2, choosing the excitation conditions
in a way which results in the suppression of the photocurrent corresponding to the
antibonding component we can determine the k-dependence of the LEG for its
bonding counterpart for which emission then is favorable.

For the precise determination of k-dependence of the superconducting gap

and thus its symmetry one needs to accurately locate a position on the (former)
Fermi surface. For such precise navigation in k-space we recorded an intensity map
(Fig. 4a), which facilitates identification of the k-vectors. Fig. 4b shows the greyscale
"map of gaps" corresponding to the same area of the k-space. Visual inspection of
the map of gaps already clearly points to the anisotropic character of the gap. The
same dataset replotted in other coordinates, LEG value versus Fermi surface angle
¢, gives the red symbols shown in Fig. 4c. The curve joining the low-gap extremity of
these data points represents the true k-dependence of the superconducting LEG
(Fig. 4c).
As is clear from the comparison shown in Fig. 4c, that the obtained k-dependence of
the LEG for these underdoped crystals is quite different from that expected in the
case of a simple d-wave gap function cos(kx)-cos(ky) and could be explained invoking
higher harmonics of the gap.

For details see Borisenko et al., Phys. Rev. B66, 140509(R) (2002).
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The discovery of high temperature superconductivity (HTSC) of oxygen deficient complex
copper-based oxides [1] had lead to great interest to study oxides of metals. During investigations
of HTSC La2CuO4 single crystals we found large resonance of valence band states near LaSp
threshold [2]. Intensity of resonance depended on orientation of emission angle, crystal axes and
polarization [3]. Recently we have studied oxidation process for lanthanum[4] and found similar
resonance of valence band states occurs near La5p excitation threshold for metallic La surface with
small oxidation level [5]. In spite of polycrystalline sample structure we observe ordered structure
of lanthanum surface with ~0.5 L of oxygen. It is worth noticing that such resonance was not
observed for pure metal surface and "heavy" oxidized surface (oxidized with high oxygen doses). It
is interested to study of yttrium in order to make comparison of oxidation process and electronic
structure of these two metals. Indeed this metals have the same symmetry of electron wave
functions. The only difference is nuclear charge and therefore presence of empty La4f states some
above Fermi level. The purpose of our work is to investigate oxidation process for yttrium surface
and search resonances near Y4p excitation threshold for partly oxidized yttrium metal with low
oxygen content at surface.

Our study of the electronic structure changes of yttrium surface during oxidation were made at
the Russian German beamline of the BESSY II synchrotron radiation facility. Photoemission (PE)
measurements were performed in UHV (base pressure 2x10™'° mbar), employing a PE spectrometer
equipped with a VG CLAM-4 electron-energy analyzer. Polycrystalline sample of yttrium with
99.9% purity was used. Metal surface was cleaned mechanically in sifu using tungsten brush by the
same procedure as for lanthanum [4,5]. Oxidation was made by injecting pure oxygen into the
spectrometer until the pressure achieved (1- 10)*10™® Mbar for 30 — 200 seconds. The dose of D is
expressed in Langmuirs L (1 L = 10 torr*s). All procedures with specimen and measurements
were performed at room temperature. UPS measurements were made at photon energies from 24 to
580 eV. Energy scale is referred to Fermi level.

Some of UPS spectra of yttrium surface with different oxidation levels are presented at Fig.1.
This measurements were made at photon energy 55 eV in one cycle without changing sample
position. Different degrees of oxidation were obtained by subsequent addition of portions of
oxygen. As can be seen from the figure, the distinguishing features of spectrum with low oxygen
doze (curve 1) are the narrow triangular metal valence band with a sharp maximum near the Fermi
level, complex structure of the Y4p states with sharp features at 26 eV and 27.1 eV binding
energies. There is also pronounced narrow band of 5.7 eV binding energy with semi width 1.4 eV
due to presence of oxygen (D~0.2 L).When increasing oxygen doze the form spectra changed
dramatically (curves 2 — 5). For spectrum with high oxidation level (curve 5) metal spectra features
disappeared, Y4p states looks like a peak with 28.9 eV binding energy and small shoulder at 30.5
eV binding energy, oxide valence band arises with 4.6 eV width. There is also intensity increasing
of peak of O2s level at 21.5 eV binding energy. Oxide energy gap is about 4.5 eV. At oxygen doze
above 3 L no pronounced changes of shapes and intensity of spectra were observed — only peak of
12 eV binding energy arises due to adsorption of molecular oxygen at sample surface. It means
that oxide layer thickness exceeded photoelectron escape depth. All these results are very close to
data for lanthanum [4].



From above data we tried to find resonance near Y4p threshold for partly oxidized yttrium
surface (D ~ 0.5 L) at photon energies 24 - 35 eV. No significant increasing of valence band
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Fig.1. Spectra of yttrium surface with different oxygen dozes: Fig.2. Spectra of yttrium surface with D ~0.5 L
curve 1-D=0.2L,2-D=0.78L,3—-D=141L,4-D=321L, 1 — photon energy 27.5eV,2-29¢V,3-29,5¢V
5 —D=30 L. Spectra were measured at photon energy 55 eV. 4-30eV,5-30.5eV

emission was found at any photon energy in this photon energy range. Opposite situation occurs.
Some of valence band spectra for yttrium surface with 0.5 L oxygen doze at photon energy range
27.5 — 30.5 eV spectra are presented at Fig.2. As one can see from Fig.2 there is pronounced
decreasing of oxide band at photon energies near 30 eV. This feature is more likely due to oxygen
electron state structure above Fermi level. So photoemission features near Y4p threshold for
yttrium is much more different then for features near La5p threshold for lanthanum.
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1. J.G.Bednorz, K.A.Muller, Z.Phys..B, 1986, v.64, 189.
2. M.N.Mikheeva, V.G.Nazin, A.V.Svishchev, D.S.L.Law, T.S.Turner, P.Bailey, D.Teehan,
N.Barilo and P.V.Gritskov, Surf.Sci., 287/288 (1993) 662.
3. D.S.-L.Law, M.N.Mikheeva, V.G.Nazin, A.V.Svishchev, M.B.Tsetlin, O.E.Parfionov, Nuclear
Instruments and Methods in Physics Research B 97(1995) 148.
4. V.G.Nazin, M.B.Tsetlin, M.N.Mikheeva, L.L.Lev, D.S.-L.Law, N.Hayes, S.Downes, Surface
investigation, (1997), v.12, 1113.
5. M.B.Tsetlin, V.G.Nazin, E.A.Shagarov, M.N.Mikheeva, D.S.-L.Law, N.Hayes, S.Downes,
Poverhnost', 1998, v.7, 65. (in Russian)
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Investigation of electronic structure of
iron oxides has been an active field of
research for several decades [1,2]. Iron
oxides are materials of great importance in
many technological applications such as
catalysts and magnetic devices. Their
interesting magnetic as well as electrical
properties are attributed to the strong
coupling between charge and spin of the
electrons and the lattice degrees of freedom
in transition metal oxides. Magnetite,
Fe;O4, a ferrimagnetic material, has
received much attention and has been
considered as an important potential
material for future spintronics. Fe;O4 forms
in the cubic inverse spinel structure, in
which one-third of the iron ions are
tetrahedrally coordinated with four oxygen
ions and two-thirds are octahedrally
coordinated with six oxygen ions.

X-ray absorption spectroscopy (XAS)
and x-ray fluorescence (XF) are important
and commonly used tools in the study of
the electronic structure of matter. The
configuration of the empty Fe 3d states in
iron oxides is best probed in x-ray
absorption experiment by excitation of Fe
2p core electrons to unfilled electronic
states. XF due to its elemental selectivity
and dipole selection rules allows to study
the occupied Fe 3d valence states of iron
oxides separately from other states.
Nowadays XF becomes more and more
popular due to the advent of high-brilliance
synchrotron radiation (SR) sources. With x-
ray fluorescence and x-ray absorption
spectroscopy we studied the electronic
structure of epitaxial Fe;O4 layers and its

dependence on film thickness and the
influence of ambient environment.

The x-ray fluorescence measurements
on epitaxial Fe;O4 layers were performed
using the x-ray monochromator XES 300
(mounted on the end station ROSA) and
synchrotron radiation at the U41-PGM
beam-line at BESSY II. The estimated
energy resolution of Fe L emission spectra
was better than 1 eV. The axis of the x-ray
monochromator was set perpendicular to
the beam-line axis in the plane of
polarization of incident radiation in order to
avoid the elastically scattered peak. The
angle between the sample normal and the
monochromator axis was 30°. The x-ray
absorption measurements on iron oxide
layers were performed at the Russian-
German beam-line at BESSY II in the total
electron yield detection mode. The
estimated photon-energy resolution at the
Fe 2ps/» edge (~710 eV) was better than 0.2
eV. The spectra were normalized
monitoring the incident photon flux by
means of the Iyp-signal of a gold mesh. The
Fe;0,4 films with different thicknesses were
prepared at the  Department  of
Superconductivity and Magnetism, Institut
fiir Experimentelle Physik II, Universitét
Leipzig by pulsed laser deposition (PLD)
onto (001)-MgO and (001)-MgAl,O4
substrates from a ceramic stoichiometric
magnetite  target. A  Lambda-Physik
Excimer laser at a wavelength of 248 nm
(KrF) operated at a repetition rate of 5 Hz
and a pulse energy of 600 mJ was used. The
deposition temperature was 550 °C and
oxygen partial pressure was 1.0 x 107
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Fig. 1. Fe 2p absorption spectra of iron
oxide films on MgO (samples 1-3) and
MgAl,O, (samples 4,5) substrates.
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Fig. 2. Fe La emission spectra of iron oxide
films on MgO (samples 1-3) and MgAl,O,
(samples 4,5) substrates. The upper
spectrum represents the difference between
spectra of samples 1 and 2.

protecting layer covered some of the
samples to study the influence of the
environment.

Figure 1 shows the measured Fe 2p
absorption spectra for the studied iron oxide
films on MgO and MgAl,O4 substrates in
comparison with previously measured
polycrystalline Fe;O4 and a-Fe;Os [3]. The
relative intensities of the spectra have been
normalized to the intensity of the band B. In
this paper only the Fe 2ps, spectra will be
discussed paying attention to the protection
of the Fe;0;, films.

Examining the set of Fe 2ps/, absorption
spectra in Fig. 1 one can see that all spectra
have the similar absorption band with the
double-peaked structure A-B associated
with the transitions of Fe 2p electrons to
empty 3d electronic states. In the case of
the thick Fe;O4 films (samples 4 and 5) the
absorption spectra of the films, unprotected
and protected by a thin BaTiO; layer, are
identical to the absorption spectrum of the
polycrystalline Fe;O4 powder. Exactly the
same spectra one can see for the protected
thin Fe;O4 films (samples 2 and 3). In the
case of the thin unprotected film (sample 1)
the shape of the Fe 2p absorption spectrum
is similar to one taken from polycrystalline
a-Fe,O3; powder. This finding in the shape
of absorption spectra means that the thin
(2.5 nm) unprotected Fe;O4 layer was
further oxidized to the Fe,Os3 stage during
one-week oxygen exposure on air. But for
the thick (20 nm) Fe;O,4 films protection by
thin BaTiO; layer plays no significant role
on the same time scale. This fact can be
originated from the crystal structure of
magnetite films on MgO (or MgAl,04)
substrate. When the thickness of the Fe;O4
film is not large enough all layers are
strained because of the lattice mismatch
between film and substrate, leading to
further oxidation. In the case of the thicker
Fe;04 films (>20 nm) the layers near the
substrate are strained, while the layers on
the surface are relaxed [4]. Moreover, the x-
ray absorption spectrum of the Fe,Os (2.5
nm) film is similar to the theoretical one for
v-Fe;03 [2]. The XPS measurements for the



studied iron oxide films confirm the
oxidation state of iron for each sample.
Figure 2 shows the measured Fe La
(3d—2p3, transition) emission spectra for
the studied iron oxide films on MgO and
MgAl,O4 substrates taken at the excitation
energy 710 eV which corresponds to the Fe

Fe La excitation
Felp energy, eV

intensity, a.u.

690 695 700 705 710 715 720 725 730 735
emission energy, eV

Fig. 3. Resonant XF spectra of Fe;O, (20
nm) on MgAl,O, substrate.

2p3» absorption maximum in iron oxides
(709.56 ¢V and 710.05 eV for Fe,O3 and
Fe;0y4, respectively). The relative intensities
of the spectra have been normalized to the
intensity of the emission line b. All
emission spectra have the similar shape
which consists of main line b and shoulders
a and c. In this set of spectra we will pay
attention to the difference between the
emission spectrum taken from the Fe,O;
film (sample 1) and emission spectra taken
from Fe;Oy4 films. In order to visualize this
shape difference the upper spectrum in Fig.
2 represents the result of subtraction of the
emission spectrum measured for the Fe;Oq4
(2.5 nm) film covered with a BaTiO; (2.5
nm) layer from the emission spectrum
measured for the Fe,O3 film. One can see
that in the case of the Fe;O; film the
intensities of shoulders a and c¢ are

significantly higher. The increasing of
intensities of the shoulders a and c¢ going
from Fe;O4 to Fe,O3 film can be explained
by the different structure of these oxides. In
the case of Fe,Os iron ions are octahedrally
(slightly distorted from perfect Oy
symmetry) surrounded by oxygen ions. In
Fes;O4 iron sites are distorted octahedra and
tetrahedra.

Figure 3 shows resonant XF spectra of
Fe;04 (20 nm) film on MgAl,O4 substrate
across the Fe 2p absorption edge. One can
see the enhancement of the Fe La and L
emission lines when the excitation energy is
equal to Fe 2ps;, (710 eV) and Fe 2p;,, (723
eV) absorption maxima, respectively. To
explain the relative changes of intensities of
the a, b and c lines theoretical studies are
needed.

In summary, it was shown by x-ray
absorption and fluorescence measurements
on Fe;04 films with different thicknesses
that protection of thin Fe;O4 (~2.5 nm)
films plays a significant role. The structure
of the Fe,O3 film obtained due to further
oxidation of the Fe;Os remains an open
question.
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The sulfur-metal bonding in complex
compounds and layered sulfid systems
has attracted increasing interest in the
past several years since such
materials find many applications in
photovoltaics, gas sensing, catalysis
and other  fields. In earlier
investigations the deprotonation of
organic molecules containing the
atomic sequence (-CS-NH-CO-) during
complexation with metal ions in
aqueous solution as well as the
bidentate bonding of the ligand have
been proved by means of chemical
shifts of the N 1s and S 2p electron
binding energies respectively [1].

In order to obtain a direct evidence for
the participation of the thionyl groups
of compounds like N-Benzoyl-N’-
diethyl-thiourea in sulfur to metal donor
bonds of a chelate ring system (see
inset, fig. 1), the X-ray emission bands
were recorded using the X-ray
monochromator XES 300 (mounted on
the end station ROSA) and
synchrotron radiation at the U41-PGM
beam-line at BESSY II.

The intensity profiles of the S Lys
emission bands of the Zn and Cd
complexes (fig. 1) are dominated by
the local partial density of S 3s states.
A clear indication for s-d mixing was
found first time for the complexes from
a doublet peak on the high energy side
of the S L3 emission band maximum
positioned exactly in the region of the
Zn 3d or Cd 4d density of states,
respectively [2-5].
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Fig. 1: S L and N K X-ray emission
spectra of the Cd and Zn complex
compounds. The binding energy
scale is related to the S 2ps, and N
1s XPS data

The S L3 components below 10 eV
point at some S 3s - X np (X=C, N,...)
mixing in the upper part of the valence
band. This region is dominated by p
states contributing separately to the K
X-ray fluorescence of the individual
atoms. In order to elucidate the
arrangement of these p components
more in detail DFT calculations
adopting B3LYP-functionals of the



building molecular unit HaN-C(S)-NH-
C(O)H of the chelat ligand was
performed. The calculated MO
energies composed from N 2p
contributions of both nitrogen atoms

|
(C,Hs)oN \H/ N \H/ Ph
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Fig. 2: Comparison between an
experimental non-resonantly
excited N K X-ray emission
spectrum of the bidentate ligand
and energies from a DFT
calculation (A - o states, B-r
states). The black components
originate from electron density of
both nitrogen atoms, the red ones
from the >N-H nitrogen only.

are spread over a range of about 10
eV (see lower part of fig. 2) filling the
band widths of the overlappin%; N K
twins (N, N 1s’ — N, N 2p”', VB).
The twin components from the N and
N’ atoms have to be shifted on the
binding energy scale considering the N
1s level difference of 1.5 eV (initial
state of the X-ray fluorescence) but
can not be separated in the normal
excitation mode of the X-ray
fluorescence. First measurements of N
K fluorescence emission have been
carried out, therefore, discriminating
the excitation of the stronger bound N’
1s level of the (-NRy) group by tuning

the photon energy between 395 eV
and 495 eV (fig. 3). The appearance of
an additional N K component at photon
energies close to 390 eV crossing the
excitation edge between 397 and 398
eV nicely unfolds both contributions of
the N K band.

Zn complex
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Fig. 3: Resonantly excited N K X-ray
emission spectra of the Zn complex

A further investigation of S L3
emission on ZnS powders, ZnS
epitaxial fiims (4 nm) grown on
GaP(001) substrate at variable
temperatures, and Cu/ZnS/GaP(001)
heterostructures was focused on
changes of the local partial density of
states at the sulfur atoms. All spectra
are dominated by the peaks of the
S 2p' = S 3s™, VB transitions from
the lower and upper part of the valence
band centred at 147 eV and 157 eV,
respectively. The well resolved doublet
structure centred at 152 eV exhibits the
s — d mixing only in the cases of the
ZnS powder and the ZnS/GaP film
revealing the Zn - S bonding.
However, with deposition of Cu (1 nm)
onto ZnS/GaP(001), the S L, 3 spectra



exhibit some changes, as shown in

Fig. 4.
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Fig. 4: S L, 3 spectra of ZnS/GaP(001) and
Cu/ZnS/GaP(001) heterojunctions

The features associated with Zn 3d
orbitals were almost totally
suppressed, on the other hand, a
feature related to Cu 3d arises in the
UVB region. In order to show the
changes more clearly, a reference ZnS
spectrum was subtracted from spectra
of Cu/ZnS/GaP(001) both normalised
and aligned at the peak maximum (see
fig. 5). Minima and maxima of the
differences above 150 eV give
evidence for replacing of Zn - S
bonding by Cu - S bonding,
respectively, independent of annealing
procedures.
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films has grown dramatically due to their successful application in

During the last years the interest in the field of thin organic g
optical and electronic devices, such as light emitting diodes or field C‘:f \n; ‘éjg
4

effect transistors. The family of the phthalocyanines (PC’s) ”_Q;“_”,
represents one of the most promising candidates for ordered Sy
organic thin films in organic electronics, as these systems possess 8
advantageous attributes such as chemical stability, excellent film CUPC
growth and electronic properties. Especially for the realization of

complementary logic circuits it is advantageous that both p- and n- .

type conductivity can be attained within this substance class, and
that the preferred type can be chosen by slight chemical i 8=
modifications: for instance, copper PC (CuPC) is known as p-type (;gﬁ
material in air, whereas its perfluorinated relative CuPCFy¢ is one e
of the few organic semiconductors, which have demonstrated high 8
performance and stability in air for n-channel operation. A detailed :

knowledge of the electronic structure and the injection as well as CuPCF,
the transport of charge carriers in the organic devices is essential )
for a microscopic understanding of the different properties of the " ’

device components. ATy
The detailed study of the influence of the fluorination of i ) v
CuPC on the electronic structure of the PC forms the subject of this ' g ]

paper. The x-ray photoemission spectroscopy measurements were
performed at the UE-52 undulator beamline (SXPS) using a 200
mm hemispherical energy analyzer (Scienta SES200) and at a
commercial PHI 5600 spectrometer (XPS).The introduction of Fig.1 Chemical structure of
fluorine atoms into CuPC occurs via the substitution of hydrogen ifferently fluorinated PCs
atoms, in the case of CuPCF, four of the outermost atoms and for

the perfluorinated CuPCFy all hydrogen atoms are substituted (see Fig. 1). In Fig. 2 we show
N 1s and F 1s XP spectra for CUPCFy5 and CuPCF,4. The main components of both N 1s and F
1s appear as one single peak, i.e. the chemical environment of the two inequivalent types of N
atoms is very similar and thus the related features are not resolved in both the corresponding
XP-spectra in Fig. 2 and the additionally measured SXP-spectra (not shown). Besides the
main lines, small peaks shifted to about 1.5 .. 1.8 eV higher BEs are visible in Fig. 2, denoted
Sn and Sg. These peaks are ascribed to satellite features, caused by a (kinetic) energy loss of
the photoelectrons due to simultaneously excited 1t—> 1* transitions (shake up structures), e.g.
from the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular
orbital (LUMO). Although the typical satellite structures Sy and Sg for phthalocyanines such
as CuPCF, and CuPCFy5 consist of mainly one peak, indeed the satellite structure is more
complicated (see e.g. N 1s in Fig. 2), as discussed in more detail in Ref. 1 for CuPCF,. The
BEs are surprisingly very similar for CUPCF, and CuPCFs, the same behavior as was found
comparing CuPC and CuPCF,4 [1]. This indicates that the fluorination neither changes the
position of Fermi level within the gap of the organic semiconductor significantly (which

CUPCF]_@



could be assumed in the case of a
NlSI CuPCF, FlSl doping  process), nor affects
significantly the electron density at
the corresponding atom sites.

The analysis of the shape of
the C 1s spectra is more complicated
since satellite features are partially
overlapped by the C 1s main
components. In this context, highly
‘ resolved spectra are advantageous
N L for a more exact analysis of the peak
404 402 400 398 396 692 690 688 686 684 Shape, Wh'Ch can be aChleved fOI‘
instance using synchrotron radiation

: o as excitation source. In Fig. 3 C 1s
Fig. 2 N 1s and F 1s XP spectra of 9 nm thick films of CuPCF, SXP- spectra of CuPCF, and

and CuPCFs on Au. Although the satellite features (S) can be . .
well described by single peaks, the structure is more ~CUPCFie are shown, relatively high

complicated as can be seen from the N 1s spectra [3]. excitation energies were chosen (800

and 900 eV) to probe the bulk
properties. In comparison to XPS measurements [1], we observe more clearly resolved the
main components C-2 and C-F and the distinct shoulder of the satellite feature at about 288.1
eV. This offers a new route to describe these features in more detail. Previously, the main
components in the C 1s spectra of CuPCF, and CuPCF5 have been attributed to the aromatic
carbon of the benzene rings (C-1), pyrrole carbon linked to nitrogen (C-2) and to benzene
carbon linked to fluorine. As we have shown for CuPC and CuPCF,, TeTt* satellite features
for all carbon sites have to be taken into consideration (Sc.1, Sc-2, Sc-r) [1]. In many cases
(and especially for PCs) the assumption of simply one 1t > Tt* transition works well, as can
be seen above for Sy and Sg and for the C 1s satellites in CuPC and CuPCF, [1]. Therefore,
also for the corresponding C 1s satellites of CuPCF15 we have introduced single peaks Sc,
Sc2 and Sc.r in the peak fit, neglecting a more complicated shake-up structure. Note, that the
parameters for the satellites, such as relative intensity, energetic position and peak shape
cannot be assumed to be constant and thus have to be extracted from the data. The determined
intensity ratios for the different carbon features agree well with expected values for the
molecules: counting the number of carbon atoms per ligand contributing to C-1, C-2 and C-F,
the intensity ratios for CUPCF, and CuPCFy should be 5/2/1 and 2/2/4, respectively - the
fitted SXPS peak areas (C-1+Sc.1)/(C-2+Sc.2)/ (C-F+Sc.) correspond to 5/1.9/0.9 (CuPCFy)
and 2/1.9/4.5 (CuPCF;). Analyzing the intensity of the satellites more exactly, it is obvious
from Figs. 2 and 3, that the relative intensity is not the same for each component. The
corresponding values are summarized in Table I. For all PCs the highest satellite intensity
relative to the corresponding main component is observed for Sc_; and the relative intensities
of N 1s and F 1s satellites are generally low. Different values for the satellite intensities are

explainable by the atomic orbital

Table | Intensity of the satellites in % in photoemission core composition of the HOMO and the
level spectra of CuPC (Ref. 6), CuPCF, and CuPCFy (Figs. 2, 3) LUMO, as recently calculated for

with respect to tge correspgnding ma;n com onSent. [3] s the metal-free PC molecule [2]. The
c1 c-2 C-F N F predicted high contribution of the
CuPC 10 20 - 6 - carbon directly bonded to nitrogen
(C-2) to the HOMO and to the
CuPCF, | 6 18 15 5 6 LUMO [2], is experimentally

CuPCF| 9 34 16 6 8 clearly expressed by the
significantly higher intensity of Sc_,

satellite
features
\

Intensity (arb. units)

Binding energy (eV)




Intensity (arb. units)

200 288 286 284 282
Binding energy (eV)

Intensity (arb. units)
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Fig. 3 C 1s spectra of bulk CuPCF, and CuPCF45 measured using
synchrotron radiation, the excitation energy is 800 and 900 eV,
respectively. The clearly resolved main components C-2 and C-F and
the distinct shoulder of the satellite feature at about 288. 1 eV allow a
detailed analysis of the peak shape [3].

in PCs. The results of Ref. 2 also
show, that the carbon atoms of the
benzene rings (C-1 or C-F)
contribute less (but not zero) than
C-2 to the HOMO and to the
LUMO, resulting in a lower
relative satellite intensity of the
Sc1s components. Furthermore,
from the relatively high intensity
of Sc.r (compared to Sc.1) one can
argue that the fluorination causes
a slight increase of localization of
the HOMO/LUMO at the corres-
ponding atom sites (the benzene
ring). The fact however, that for
all core level peaks HOMO-
LUMO shake-up features are
present, shows that indeed the
HOMO and LUMO wave
functions are delocalized about
the entire molecule, even though
the probability for each atom site
can be different. We note
however, that further non-local
shake-up channels may be taken
into consideration, i.e. the nature
of the excitation can be intrinsic
and/or extrinsic. For instance, the
low-intensity  satellite S is
probably mainly due to extrinsic
processes, since F atoms are
assumed to contribute not or very
weakly to the HOMO/LUMO.
Nevertheless, the detailed
analysis of the satellite intensity

of each core level spectrum contains information about the probability amplitude of the
HOMO and the LUMO. If both, the HOMO and the LUMO amplitude at the atom site under
consideration is high, we expect a high relative intensity of the corresponding satellite. Thus,
from the similar relative satellite intensities for each component in CuPC, CuPCF, and
CUuPCFy5 one can conclude, that the effect of the fluorination of the PC molecules on the
HOMO and LUMO distribution is very small. This assumption can be verified by further

experiments (see Ref. 3).
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X-ray absorption studies of Bi,.,Pb,Sr; ,La,CuQg:;s

M. Schneider, R. Mitdank, R.-St. Unger, R. Bartmann, T. Stemmler, A. Krapf,
C. Janowitz, R. Manzke
Humboldt-Universitdt zu Berlin, Institut fiir Physik, Invalidenstraffe 110, 10115 Berlin

In the cuprates the electronic states near the Fermi energy Er leading to superconductivity, are
mainly due to holes in the CuO, planes. Soft X-ray-absorption spectroscopy (XAS) has been
utilized to obtain information about these unoccupied states at both the O and Cu sites [1].
The aim of our investigations is to understand the details of hole-doping on the critical tem-
perature Tc.

Here we present XAS data from
Bi, PbySts.«La,CuOg+5 samples. All samples
are sintered pellets prepared by standard powder
metallurgical methods [2]. The Pb doping sup-
presses the superstructure and scales, dependent
of La, from y = 0.2 to 0.4. In addition, Pb af-
fects as oxidant [3]. The content of La and Pb
was accurately determined by energy dispersive
X-ray analysis (EDX).

To increase the transition temperature Tc it is
necessary to vary the hole doping level. Here,

we control the hole concentration by variation O
of the La-content x and the O-excess 0. Adding 00 01 02 03 04 05 06 07
La, the hole doping level decreases with increas- Lanthan x

ing x. Reducing the O-excess by annealing un-  Fig. 1. Transition temperature T, of
der low pressure (<10_5 mbar, at TZSOOOC)’ the (BiPb),Sr, ,La,CuQg¢.s ceramics as a functior.l of
hole concentration decreases with decreasing 9. La content x pre (0) and after () annealing.
. Increasing hole doping runs from right to left.

Starting with Lanthanum free samples, i.e. at

high hole doping, the cuprate runs through dif-

ferent phases: From a Fermi-liquid through a strongly correlated metallic and superconduct-
ing phase into an insolating antiferromagnetic phase. The strongly correlated metallic phase
reveals a relative maximum of T¢ in the superconducting region (see Fig. 1).

The X-ray absorption measurements were performed at the BESSY II beamline U49/2-
PGM2, with an energy resolution better than 100 meV. As total electron yield detector (TEY)
a channeltron was used, arranged -45° with respect to the incident synchrotron radiation (SR).
A retarding potential of —130 V was applied. The fluorescence yield was detected at an angle
of 45° with respect to the photon beam using a Ge detector. For both methods a fresh surface
has been prepared by rasping. The energy window for pulse counting at the oxygen and cop-
per edge was adjusted to the detector resolution of about 100 eV. During the measurements

the base pressure in the chamber was in the 1.107'° mbar range and the sample temperature
was 77 K.

In Fig. 2-4 typical absorption spectra are shown taken near the O-K and Cu-L-edge on the
same sample point. The O spectrum exhibits a prepeak at about 529 eV which is a measure
for the concentration of hole states above the Fermi level.

For a quantitative comparison before and after annealing, the prepeak intensity was normal-
ized on the Cu-intensity. The normalization on the copper intensity excludes random effects
on the signal intensity. Thus we take the ratios Iprg = lo/Ic, before and after annealing.

From the spectra in Fig. 2 and Fig. 3 follows a decreased prepeak intensity upon annealing.
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grown, line - vacuum annealed) content X (from fluorescence yield).

The ratio I PRE_AFTER /1 PRE_BEFORE reveals a value of about 0.8 (Flg 5) almost independent of
x. The transition temperature increases (Fig. 1) upon annealing irrespective the decrease of
hole concentration. Obviously, this corresponds to a redistribution of the oxygen and hole
density to an optimal value. Outgassing oxygen upon vacuum annealing could be another rea-
son to explain this result.
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Optical Properties of Yttrium Hydrides
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In 1996, Huiberts et al. [1] reported that the optical and electronic properties of thin Y films
change drastically when exposed to hydrogen. YH changes from a high reflecting hcp metal
(0-YHx<02) to a very weakly transparent fcc metal (B-YH;) and finally, to a transparent hcp
insulator. For an understanding of the mechanism driving this metal-insulator (MI) transition,
the precise measurement of the optical properties is mandatory.

Previous investigations had to use yttrium films capped by a metallic Pd layer. The
hydrogenation followed after preparation of the films by diffusion and dissociation of H;
through the Pd cap layer. But this layer complicates the interpretation of the optical spectra.
We present here, for the first time, optical measurements on in-situ grown epitaxial yttrium
hydride films without a metallic cap layer.

. Yttrium YHO <0.2
<x<0,
e Hydrogen a-Phase

Spectroscopic ellipsometry is a powerful tool to determine the real and the imaginary part of
the complex refractive index or the dielectric function. Linear polarized light with oblique
incidence is reflected from the surface under consideration. If the vector of polarisation is not
parallel or pependicular to the plane of incidence then the linear polarized light is tranformed
to elliptic polarized light. Analysing the reflected light, i.e. measuring the azimuth angle and
the ellipticity the complex reflection ratio and from this the dielectric function or refractive
index can be calculated. The analysis is done e.g. with a rotating analyzer ellipsometer, as
used at the VUV-ellipsometer at the 3m-NIM-1 monochromator at BESSY 1.

The YHx films have been grown on quartz and CaF,(111) by molecular beam epitaxy (MBE).
Pure yttrium films were prepared under UHV conditions (R = 0.2 nm/s, p < 5*¥10” mbar).

Y evaporation under a H, partial pressure leads to the incorporation of hydrogen. By varying
the H, pressure, YHx films with 0<x<2 can be obtained. The concentration of H depends on
the temperature of the substrate, too. The optical properties of Y and YH, are known from
literature [2,3,4]. Therefore, ellipsometry can be used to characterize the hydrogen
concentration in the film.
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Fig. 1: Dielectric function of Y and YH; Ref [2], [3], [5]

Our measurements were performed using
a home made ellipsometer for the energy
range 1.1 eV to 4.3 eV and the VUV
ellipsometer for the energy range 4 eV to
10 eV. As a first example of the change in
the dielectric function due to the H-

concentration the

imaginary part for

different growth pressures is depicted in
fig. 2. The substrate was CaF, (111) with a
growth temperature for the film of 200 °C.

The transition to the B-Phase starts at a
pressure of 6¥10°° mbar. The spectra for
this sample in the range between 1.1.eV and 10 eV and
for pure Y are shown in fig. 3.
The substrate for both films were CaF, (111). The Yttrium hcp films are (0001) and the
YHp<x<, films are (111) oriented. From the spectra we conclude that at this pressure the films
are in the a.-phase
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At a pressure of 4.5%107 mbar the transition to the B-phase is visible. In fig. 4 the dielectric
functions for this sample are shown. By comparison with literature [4] we conclude that YH,
films are grown under this pressure. This has also been proven by X-ray analysis. Structures
in €, originate from interband transitions. This can be interpreted in the framework of the
band structure calculations shown in fig. 5 [5]. At about 10 eV a further structure is visible.
So we will try toextend the measurements up to 20 eV.

o
N -

4 6 8 10
photon energy [eV]
Fig. 4: Dielectric function of YH; in the Fig. 5: Band structure of YH, and possible
visible and UV range optical transitions
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NEXAFS investigation of ultrathin Ni films grown on oxygen induced
reconstructed (V2x2V2)R45° O/Cu(001)
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Freie Universitét Berlin, Institut fiir Experimentalphysik, Arnimallee 14, D-14195 Berlin-Dahlem, Germany

Controllable ways of improving film
quality and tuning film properties are an
intense and active field of modern
research. Recent experiments have shown
that by pre-adsorption of oxygen on
Cu(001) the layer-by-layer growth of
ultrathin Ni films can be extended to larger
thicknesses and the spin-reorientation
transition from in-plane to out-of-plane can
be shifted to lower coverages, i.e. the
thickness range for perpendicular-
magnetized Ni films is expanded [1,2].
However, the position and the chemical
bonding of oxygen after Ni deposition
cannot be determined unambiguously via
low energy electron diffraction (LEED)
and Auger electron spectroscopy (AES).
Therefore, the electronic structure of the
Ni films grown both on the clean Cu(001)
and the reconstructed (V2x2V2)R45°
O/Cu(001) was investigated by virtue of
the near-edge x-ray absorption fine
structure spectroscopy (NEXAFS). It has
been demonstrated that NEXAFS studies
of an oxygen-exposed Ni(001) or Cu(001)
surface provide a sensitive fingerprint for
the nature of the chemical bonding of O
and the local structure of the surface [3,4].

NEXAFS spectra were recorded at the Ni
and Cu L,; edges and the O-K edge at
normal incidence of linear polarized light
with respect to the surface (E in the surface
plane) using the total electron yield (TEY)
detection mode. The high photon flux over
the near-edge energy range was provided
by the gap-scan mode at the UE56/1-PGM
beamline. For precise analysis the O-
NEXAFS spectra with the surfactant were
divided by those of the clean samples.

The NEXAFS spectra provide evidence
that a floating oxygen layer is formed and,
moreover, that no NiO is formed: In Fig. 1
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Fig.1: Successively measured NEXAFS spectra at
the O-K edge: for the reconstructed O/Cu(001)
surface before (dashed line) and after deposition of
a 4.5 ML Ni film (solid line). For comparison the
O-K edge spectrum from NiO is also included
(dotted line).

the absorption fine structure at the O-K
edge is shown for the (V2x2V2)R45°
O/Cu(001) surface before (dashed line),
and after deposition of a 4.5 ML Ni film
(solid line). The edge jump (which is a
sensitive measure of the number of atoms)
of O stayed constant (~4%) after
deposition of 4.5 ML of Ni, i.e. there is no
damping of the O-absorption. This
observation supports the hypothesis that
oxygen as a surfactant floats on top. The
hybridized states of O and Ni are in
principle comparable to the ones of O and
Cu. This is reflected by the spectral
features albeit at slightly different energies
which, in turn, highlights the sensitivity of
our experiment. Incorporation of oxygen in
the Ni film and NiO formation would lead
to profound modifications of the O-
NEXAFS. For comparison we include the
O-K edge spectrum from NiO in Fig. 1
(dotted line). In detail, the absorption fine
structure in the extended energy-range
above the K edge arise from single and
multiple scattering of the photoelectron
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Fig.2 Successively measured NEXAFS spectra at
the Cu L, 5 edges: for the clean Cu(001) (dashed-
2-dotted line), the reconstructed O/Cu(001)
(dashed line) and after deposition of a 4.5 ML Ni
film (solid line). A magnification of the L; edge
reveals a chemical-shift for the reconstructed
O/Cu(001) (inset).

with the oxygen environment. The two
peaks in the near-edge range at the K edge
are associated with hybridized states of
O(2p) with the surface(3d,4sp) [5,6]. The
first structure at the threshold corresponds
to antibonding 2p-3d states just above the
Fermi level. Whereas the stronger
interaction of O-2p with Cu- or Ni-4sp
states leads to a large splitting of the
bonding-antibonding states resulting in the
broad peak 5-6 eV above the Fermi level.
The formation of NiO on top or in the film
would drastically change the O-NEXAFS
as has been demonstrated by progressive
dosage of O [3,7]. By dosage of 1200 L at
450 K one is certain of transforming a Ni
film to NiO. The direct comparison of the
O fine structure in terms of relative
intensity and energy for the 4.5 ML Ni
O/Cu(001) and the 4.5 ML (NiO)/Cu(001)
with [3,7] indicates that we have the two
extreme cases, namely, a ¢(2x2) oxygen
overlayer when Ni grows on preoxidized
Cu(001) and a thin NiO film after dosing
the clean Ni/Cu(001) film with oxygen,
respectively.

Furthermore, the interpretation of a
floating oxygen layer is supported by a
reversible chemical-shift of the Cu L;;
edges shown in Fig. 2. Due to the surface-
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Fig.3: Normalized XAS spectrum at the Ni L,;
edges for a 45 ML Ni film deposited on
O/Cu(001) (solid line). XAS spectra of 4.5 ML
NiO/Cu(001) (dotted line) and 12 ML Ni/Cu(001)
(dashed-dotted line) are exhibited for a direct
comparison of the near-edge fine structure.

sensitivity of the TEY detection mode a
small shift in energy is observed for the
reconstructed O/Cu (dashed line). After
evaporating the Ni film (solid line) the
shift disappears with respect to the clean
Cu surface (dashed-2dotted line). The
reversibility of the oxygen-induced
modifications indicates that the O-Cu
bonding breaks upon deposition of Ni and
a Ni/Cu interface is formed. Inspection of
the O-K edge and the Cu L,; edges
testified on the position of oxygen.

Now we turn the discussion to the
information coming from the Ni L;; edges.
The 2p-3d hybridized states close to the
Fermi level affect the electronic properties
of Ni in terms of charge transfer, and
hence, they affect the magnetic properties
which are dominated by the d-states. In
Fig. 3 the Ni L, edges are presented for
the O/Ni film (solid line) and for the NiO
(dotted line) film together with a clean 12
ML Ni film on Cu(001) (dashed-dotted
line). Note that transitions occur primary
into d-states at the thresholds, i.e. just
above the Fermi level. The increased
intensity at the L3 edges evidence an
enhancement of wunoccupied d-states
showing a sizable charge transfer from Ni



to O. Furthermore, the increased intensity
extends up to ~15 eV above the edges.
Interestingly, progressive oxidation of Ni
films show a systematic reduction of the
intensities in this energy-range (dotted
line, Fig. 3) [7] in agreement with theory
[8]. Hence, direct comparison of the
spectra of Fig. 3 yields the conclusion that
it is most unlikely that the O-surfactant
forms a bulk-like NiO at the surface. The
number of unoccupied d-states n, per atom
averaged over the entire Ni film is
approximately given by the area under the
white-line intensity. Thus, 7, of the Ni film
with oxygen on top is in between the one
for a clean thick Ni film (n,=1.45 holes per
atom [9]) and the one for NiO (formally
3d°, that gives n;=2.0 holes per atom). A
quantitative analysis by integrating the
spectra up to the L; maximum (transition
into continuum states can be ignored)
yields n,=1.52(6) holes per Ni atom. Then,

ny is enhanced approximately by 12 % at
the surface. That is, even though no NiO is
formed, the Ni electronic structure changes
moderately from the one of bulk Ni
towards the atom-like Ni one, since the
oxygen atoms are chemisorbed on the Ni
surface.

In summary, ultrathin Ni films grown on
reconstructed  (V2x2V2)R45°  O/Cu(001)
have been studied by means of NEXAFS
measurements. When depositing Ni on the
preoxidized substrate the O-Cu bonding
breaks and the oxygen flows always on top
of the Ni film. The inspection of the O-K
edge and the Ni L,; edges reveal that
oxygen is chemisorbed on the Ni surface
and no NiO is formed. A moderate charge
transfer from the Ni d-states to the O-2p
states is observed.

This work is supported by the BMBF (05 KS1 KEB 4) and the DFG (Sfb 290).
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Electronic properties of Si and FeSi interlayers in antiferromagnetically exchange
coupled magnetic trilayers
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Magnetic interlayer exchange coupling was discovered in 1986 and meanwhile its
origin is well understood, although there is still quite some discrepancy between the
theoretically predicted and experimentally measured coupling strengths. On the other hand,
there is an increasing interest in interlayer coupling, in particular in systems with strong
coupling, due to applications as artificial antiferromagnets or ferrimagnets in magnetic
sensors or more recently in antiferromagnetically coupled (AFC) storage media for harddisk
drives.

Fe/Si/Fe exchange coupled structures attract permanent interest due to an unusual
coupling behaviour and strong coupling. However, the reason is still unclear. Interdiffusion at
the Fe/Si interfaces possibly with the formation of different iron-silicides makes the behaviour
of the interlayer coupling sensitive to deposition procedures. Iron-silicides tend to form in the
spacer layers, especially at elevated temperatures. Recently, we have grown epitaxial Fe/Fe
Si/Fe trilayers with varying nominal Si contenfl,2]. Forx=0.5 epitaxially stabilised, non-
magnetic, and metallic §&5i, s forms which shows oscillatory coupling with a coupling
strength of the order of 1 mJ1fi] in accordance with the expectations for a metallic spacer
[3]. For higher Si contery, the antiferromagnetic coupling strength increases and reaches for
nominally pure Si spacers of only 8 A thickness a maximum of about 6°f@)/fihe value
is among the largest ever found for antiferromagnetic interlayer coupling. This increase of the
coupling withx is theoretically not understood and might be the manifestation of a new
coupling mechanism. The coupling strength can be further enhanced by attchtign
Fe, sSi, 5 diffusion barriers at the Fe/Si interfaces [4]. Furthermore, Si-rich spacers show an
exponential decay of the coupling with spacer thickness as predicted for insulating spacer
layers [3]. Detailed information about the electronic and structural properties of the spacer
layers is needed for a deeper understanding of the coupling mechanism and as input for
theoretical modelling.

The Fe/Fg¢,Si/Fe samples with varying nominal Si contenin the spacer layer
(0.4<x<1.0) are prepared in an multichamber ultrahigh-vacuum system by molecular-beam
epitaxy onto Ag-buffered GaAs(001) wafers. In particular, theFigspacer layers are grown
by co-deposition of Fe and Si from two separate e-beam evaporators. The nominal Si content
x is calculated from the atomic fluxes of Fe and Si measured by quartz monitors. Some spacer
layers are wedge-shaped, i.e. the thickness of the spacer varies with lateral position on the
sample. Typical spacer thicknesses are smaller than 30 A. In some cases we intentionally add
Fe, S, s diffusion barriers at the Fe/Si interfaces. The Fe layers are always 50 A thick, and a



FelFe, .Si, JFe 10 A-thick Cr cap layer protects the Fe layers
Fe/Si/Fe from oxidation. Details of the sample
Si - Water preparation can be found in Refs. [1,2,4].
We used the CRG-UE56-1/SGM
beamline and the SXE spectrometer to
measure soft x-ray emission (SXE) and near-

edge x-ray absorption (NEXAFS) at the Si

Emission intensity

86 88 90 92 94 96 98 100 102 104 L,; edge. Here, we present data showing the
Energy [eV] feasibility of the measurement, but we are not

Fig. 1: SXE spectra of Fe/keSi/Fe trilayers with a | . . .
rovi full interpretation an
21 A-thick FesSiys spacerX=0.5, blue) and a 16 A- yet able to provide a fu terpretation and

thick nominally pure Si spacex£1.0, red) compared th€ correlation to the magnetic properties for

with a reference spectrum (black) taken from awhich further data analysis and magnetic
oxidised Si wafer. The spectra are normalised to theharacterisation are required. Examples of
intensity maxima. SXE spectra for two nominal Si contents are
shown in Fig. 1. The spectrum from the Si wafer maps the occupied density of states (DOS)
of s andd symmetry. For the spacer layers, we observe a different DOS. The spectral shape
for the metallic FgSi, s spacerX=0.5, blue) is in agreement with published spectra of bulk
FeSi [5]. Compared to the semiconducting Si wafer we observe a clear shift of the valence
band (VB) maximum to higher energies. For the nominally pure Si spac®O( red) the
spectral shape resembles that of FeSi, but the energy position of the VB maximum is between
those of the Si wafer and the metallig |3, s spacer.

The detailed interpretation of the differences between the blue and red spectra, e.g. the
different peak widths, in terms of different silicide contributions [5] and different structures
needs further analysis. The broad structure at about 103 eV is most likely due to Ga VB
3p,,, emission in the substrate wafer.

Table I: Absorption edge positions (in eV) for the Cr The measurement of Si absorption
and Fe in 8 and 7 order, respectively. spectra in the exchange coupled structures
Fel, FelL, CrL, CrlL, using either the total-electron-yield (TEY)
1% order 719.9 7068 5838 574.4 Signal measured via the sample current or the
6" order 97.3 95.7  total-fluorescence-yield (TFY) signal
7"order | 1028 101.0 measured by a photodiode turned out to be
difficult. Figure 2 shows a TFY spectrum
normalised to the incident beam intensity as
measured by an Au mesh in the incident
beam. The dominant peaks result from small
contributions of higher order x-rays in the
beamline, which give rise to absorption in the
Fe layers and the Cr cap of the exchange

Absorption TFY

7 98 ggerlgf[;\t;]l 102 103 104 105 coupled layers. Unfortunately, these higher
Fig. 2: TFY absorption spectrum of a trilayer with aorder absorption structures appear close to

17 A-thick FgsSi,s (x=0.5) spacer layer. The the Sil; absorption edge at 99.8 eV (see
spectrum is normalised to the Au mesh current. labels in Fig. 2 and Table I).

M
95 96 9



We can eliminate all these spurious
contributions to the absorption spectrum by
measuring the partial fluorescence yield
(PFY) from the SiL,, edge. To do so, the
emitted light is energy analysed using the
SXE spectrometer, and only photons in an
energy window corresponding to the

Absorption PFY

95 96 97 98 99 100 101 102 103 104 105 -2 ] _
Energy [eV] emission from Si are counted. This procedure

Fig. 3: PFY absorption spectrum of the same sampleaq ces the count rate by about two orders of
as in Fig. 2. The spectrum is normalised to the Au

magnitude and leads to a much lower signal-
to-noise level. An example of such a PFY

spectrum is shown in Fig. 3. We observe an edge at about 100 eV that we attribute to Si
absorption.

The data in Figs. 1 and 3 show that it is possible to measure SXE and NEXAFS from
the SiL,, edge even for a single, thin (about 20 A) Si oy, Bg layer buried in a Fe/ke
Si/Fe trilayer structure with a Cr cap layer. The analysis in progress addresses the following
guestions: (i) Does the combination of PFY-NEXAFS and SXE allow a precise determination
of the electronic gap of the E&i, spacers? (ii) How does the gap change as a function of Si
contentx and the spacer thickness? (iii) What types of silicides are present in various spacers?
(iv) How do these results correlate with the coupling behaviour and transport measurements
[6]?

mesh current.

This work was supported by the HGF-Strategiefondsprojekt “Magnetoelectronics”.
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Angle dependent transverse magneto-optical Kerr effect in the soft X-ray
regime on thin iron films on W(110)
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The research program was focussed onto the reflection of linearly polarized soft X-ray
radiation from thin magnetic films. Here, we will report on first results obtained from
epitaxially grown Fe(110) films on W(110) capped with silver against oxidation. The
fabrication of such films by thermal evaporation as well as their structural, electronic and
magnetic properties are well known [1,2]. Due to a strong surface anisotropy the easy
magnetization axis is lying in-plane along the W[1 1 0] axis [1].

The experiments have been carried out using BESSY equipment (polarimeter chamber) at the
undulator beamline U49/2-PGM1 providing linearly polarized radiation from 80eV up to
1500eV. The set-up offers accurate angle resolved reflection measurements of the tuneable
radiation using a X-ray sensitive photodiode together with a switching of the magnetization.
In this case we have used the transverse geometry of the magneto-optical Kerr-effect (T-
MOKE), where photon intensity differences can be recorded depending on the magnetization
state of the sample. Such effects have first been observed by Kao et al. [3] at the Fe 2p core
levels with a huge magnitude (asymmetries with more than 10%) compared to small values in
the valence band. It should furthermore be mentioned that the results are element-specific due
to resonant scattering close to the respective core levels and also not disturbed by external
magnetic fields as in the case of photoabsorption and photoelectron spectroscopy.

Figure 1 shows two reflectivity spectra for opposite magnetization states obtained in the
energy range near the Fe 2p core levels at an angle of 40° with respect to the surface.

50x10°F N
Ag/Fe(110)/W(110)

4,0x10°

M+

3,0x10°

2,0x10°

norm. reflectivity

1,0x10°

0,0 .
690 700

1 1 1 L
710 720 730 740

photon energy (eV)

Fig. 1: X-ray reflectivity spectra (T-MOKE geometry) from a thin Fe(110) films on W(110)
capped with silver for opposite magnetization states.



The measurements clearly show the enhanced resonant reflection close to the 2p;, and 2pi»
levels superimposed by a large magnetic intensity difference. The intensity of the second peak
(Fe 2p1,2) 1s quenched due to the onset of photoabsorption at the Fe 2p;/, edge. Additionally to
the huge T-MOKE visible here, one can recognize different peaks in each of the spin-orbit
split Fe core levels. The magnetic interaction lifts the degeneracy of e.g., the four Fe 2p;;
sublevels and thus leads to the fact that reflectivity of each sublevel is different according to
the symmetry of initial state. However, the reflectivity spectra as well as magnetically-induced
intensity differences for opposite magnetization directions strongly vary with the angle of the

incident radiation.

We will furthermore present angular scans (0-20 scans) for several photon energies close to

the Fe 2p core levels, cf. Fig. 2.
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Fig. 2: Angular scans of the specularly reflected radiation for the sample described in Fig. 1.
Left part: reflectivity spectra for opposite magnetization directions, right part: corresponding
asymmetry values. Note that the scale in the asymmetry is always kept constant.



The spectra shown in Fig. 2 display the specularly reflected intensity of the incident, p-linearly
polarized radiation when varying the angle of incidence for both magnetization states. The
right part of figure 2 additionally shows the corresponding asymmetry values. The data in the
two upper panels (670eV and 690eV) display the well known strong decrease of the reflected
intensity in the soft X-ray regime from grazing incidence (small angles) to the Brewster angle
close to 45°. Above this value, a smaller increase in the reflectivity towards normal incidence
is found. Here, magnetic asymmetries are very small due to the off-resonantly chosen photon
energy.

However, the situation drastically changes when the photon energy reaches the Fe 2ps, level
(708eV). Here, we generally observe an increase in the reflectivity by several orders of
magnitude due to resonant scattering. The enhanced intensity leads to the presence of
oscillations in the reflectivity (Kiessig fringes). These oscillations depend on the thickness of
the individual layers on the substrate (here: Fe and Ag) and result from interference of
incoming and reflected radiation.

On top of these oscillations we find strong differences in the reflectivity for opposite
magnetization directions, please note the logarithmic scale in all left panels. The asymmetry
curves displayed in the right panel demonstrate the magnitude of the intensity difference; in
the lowest panel (hv=708eV), the asymmetry reaches more than 80% at certain angles.
Furthermore, the asymmetry clearly depends on the photon energy of the incident radiation,
the largest effects were observed in the high energy shoulder of the Fe 2p;.; level (708eV, cf.
Fig. 1).

We would also like to focus the attention to the fact that the minimum in the reflectivity with
p-polarized radiation (i.e., the Brewster angle) begins to split for the different magnetization
states when entering the regime of resonant scattering. The process starts at approximately
706eV with a small splitting of ~2° and already shows more than 10° at 708eV. This splitting
of the minimum in reflection with p-linearly polarized radiation is directly related to the
optical constants of Fe in the soft X-ray regime. For non-magnetic materials these optical
values are known, cf. Henke et al. [4]. First attempts to determine the magneto-optical
constants which enter the complex index of refraction have been carried out by Mertins et al.
[5] using both Bragg scattering and Faraday rotation. On the basis of this knowledge we will
try to analyse our results in detail.

References:

[1] U. Gradmann et al., Surf. Sci. 116 (1982) 539; Appl. Phys. A 39 (1986) 101
[2] V. Senz et al., Surf. Rev. Lett. 9 (2002) 913

[3] C.C. Kao et al., Phys. Rev. Lett.65 (1990) 373

[4] B.L. Henke et al., http:// www-crxo.lbl.gov/optical constants/asf.html

[5] H.C. Mertins et al., J. Magn. Magn. Mat. 240 (2002) 451



SXPS studies of SIC surfaces and interfaces with oxides
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Introduction

The wide band gap semiconductor silicon carbide is an interesting candidate for high power, high temperature
and high frequency applications. As a consequence, the electronic and structural properties of SiC surfaces have
been subject to a number of studies, most of them dealing with the hexagonal {0001} surfaces of 4H- and 6H-
SiC, but also to some extend with the (111) and (001) surfaces of 3C-SiC. In the past, our group was particularly
interested in the properties of wet-chemically prepared SiC{0001} surfaces [1-4], the silicate adlayer reconstruc-
tion on SIC{ 0001} [5-7], and especially hydrogen saturated SiC{ 0001} surfaces[8-13].

Very recently we have extended our
studies towards the so-called a-planes of
hexagonal SIC polytypes (see fig. 1).
These surfaces show a number of inter-

[0001]

4H-SiC(1120)  4H-SiC(1100)

C
Si

O O O. O

esting properties. Because of the fact that
these surfaces contain the information
about the polytype's stacking sequence
they can act as a template in crystal a,
growth and thus inhibit polytype fluctua-
tions [14-16]. In contrast to 4H-
SiC(0001), where step-bunching is some-
times observed during epitaxy, no such
behavior is seen on 4H-SiC(1120), and the occurrence of so-called triangular defects is suppressed [17, 18]. A-
planes also have advantages for annealing out crystal defects after ion implantation (lower temperature) [19-21]
and exhibit a lower density of interface states (Dy) at the SIC/SiO,-interface than corresponding structures
formed on the (0001) plane [22, 23]. Therefore it seems mandatory to study the yet unknown electronic and
structural properties of these a-planes.

Today commercially available SiC devices are limited to Schottky diodes and the commercialization of a JFET
isin sight. Ultimately it would be an advantage if SiC could be used for power MOSFET's. Unfortunately thisis
currently not feasible because of the high density of electrically active interface states which are present at the
SIC/SIO, interface[ 24, 25]. Whereas some groups intend to improve this interface, we have started to investigate
Al,O3 as an alternative gate oxide on SiC.

In the present activity report we will present first results of our current studies. XPS and FTIR measurements
were carried out in our home laboratory. Using beam line UES6/2-PGM 1 and 2 we have studied the surface core
level shifts of hydrogen terminated 4H-SiC(1100) and (1120) surfaces by SXPS. Theinitia stages of oxidation
of 4H-SiC(1120) and the interface between Al,O; and 6H-SiC(0001) were investigated by SXPS as well.

The H-terminated (1100 ) plane of 4H-SiC

In order to start our investigations on the structural and electronic proper-
ties of the a-planes we have hydrogenated the surfaces with the same
method used previously on the {0001} surfaces, i.e. annealing in ultra-
pure hydrogen at 1100°C. For both, 4H-SiC(1100) and (1120) we ob-
tained a clean surface with (1" 1) symmetry [26], as shown in fig. 2 for
the case of 4H-SiC(1100). Quantitative analysis of the X P spectra taken
from these surfaces indicate that they are of mixed stoichiometry, i.e. that
their Si to Cratio is 1:1 and no carbon or silicon overlayer is present [26].

Considering the bulk crystal lattice of 4H-SiC it is possible to create three
different (1" 1) surfaces, which are shown in fig. 3 for the case of full : ! ,
dangling bond saturation by hydrogen. All these surfaces have a Si to C #;?SC( 1100) showing (1 1) symme-
ratio of 1:1. As can also be seen from that figure, two of the three in-

equivalent surfaces possess Si-H and C-H monohydrides as well as dihydrides in aratio of 1:1. Only one struc-
ture can be found which exhibits only monohydrides. Thus it should be possible to identify the correct structure
by looking for the spectral signature of these hydrides.

[0001]L 7 [0001]

0 o L o o O 0 o v o
[1120] & L»uoTOJ [1120]._I

Fig. 1: Orientation of the a-planes of hexagonal SC within the unit cell and
their top view.

Fig. 22 LEED pattern of H-terminated
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Fig. 4. SXPS spectrum of the Cls core level FTIR spectrum of the S-H stretch

second surface  component oo o hydrogen terminated 4H-SC(1100).

which would be equally large
with a chemical shift twice as large. This is clearly not the case. Within a simple layer attenuation model, the
relative intensity of the C-H monohydride component agrees well with what is expected for a complete satura-
tion of all C dangling bonds. On the other hand, Si-H bonds can be readily identified using Fourier-transform
infrared absorption spectroscopy (FTIR). In this way the presence of Si-H monohydrides can be established (see
fig. 5) on the hydrogenated 4H-SiC(1100) surface. No di- and trihydrides are detectable. Therefore, based on
the spectroscopic data, we propose the structure model emphasized by the red box in fig. 4 as the correct one.

Initial stages of the oxidation of a-planes of 4H-SiC

We have investigated the early stages of oxidation of 4H-SiC(1100) and (1120) and the resulting SiC/SiO,
interface by measuring the core levels after exposing the surface to molecular oxygen at 800°C. In an attempt to
simulate a technical process we have used wet-chemically cleaned surfaces. Here we will concentrate on the
structural properties of the interface between the 4H-SiC(1120) substrate and the SiO, formed by this thermal
oxidation process.

Fig. 5 displays Si2p core level spectra obtained after exposing the
surface to different amounts of oxygen. After exposure to 5L of
oxygen the formation of Si in oxidation state 1+ and also 2+ is ob-
served. A component due to Si** is negligible. At 400 L O, exposure
the formation of Si** becomes evident. No Si** is observed. Finally,
at 2x10°L O, exposure Si** component is the dominant signal,
indicating the formation of a SO, layer. Again, no Si** is observed.
From the variation of the relative intensities of the four different
components with surface sensitivity (not shown) we can conclude
that the Si*" component is located at the surface and the Si* and Si**
are restricted to the interface. This behavior is in contrast to the 5L 0
(0001) surface which was studied intensively by the group of Jo-
hansson et a. [27-29], who observed consistently that at the 4 2 0 -2
SiO,/SIC(0001) surface only Si* is formed. As a consequence, we rel. binding energy (eV)
can state that apparently the structure of the interface between SiO, Fig. 5 _S2p core level spectra of 4H-
and SIC is different for the (0001) and (1120) surface. Thisisno JC(1120) after exposure to O, at
. 800°C.
surprise because the structure of the surfaces themselves are com-
pletely different. However, one may speculate whether or not the possibility of the (1120) surface to form Si** at
the interface is the cause for the observed lower density of electrically active interface states. Building Si** into
the interface may lower stress at the interface and the more relaxed SiO, network in close proximity of the SIC
substrate may tend towards lower defect formation. Of course the presence of C on the SiC(1120) surface raises
the question about the role of carbon in the interface. Corresponding C1s spectra were also taken in the course of
our studies. However, due to relatively large initial hydrocarbon contamination of the ex-situ prepared surfaces,
little can be said about the local geometry of the carbon atoms at the interface. Additional work is required, espe-
cialy using hydrogen terminated samples, which are free of any contamination with hydrocarbons.

2X10°L O, s —

intensity (a.u.)




I nterfaces between SiC(0001) and Al,O5

We have adso studied the interface between SiC(0001) and Al,Os; :
deposited by ALCVD. It is known that the deposition of dielectrics f;fpoOeV 1, =3.44)
on Si can lead to the formation of a thin suboxide (SiO,) interface

layer. The thickness depends on the deposited material and may be a g S’
few A [30, 31]. The interfacia oxide acts in two ways. First of all > | [AE=047eV
the deposited oxide and the interfacial oxide act as two capacitorsin =~ 2 |55
series affecting the electrical behavior of the MOS capacitor. There- £ <0.05 ML

fore an exact control over the thickness of the interfacia layer is
required. Secondly, and more importantly, the density of electrically 106 105 104 103 102 101 100 99 98

effective interface states is determined by any interfacial silicon binding energy (eV)
oxide formed during deposition and not by the deposited dielectric. ALLO
Consequently, in order to improve the situation an SiO, interface 2=t

layer has to be avoided and our first task is to check whether or not Qe o o o o
we can deposit Al,O; by ALCVD on SiC(0001) without interfacial Site. e e e e
Si oxide. Fig. 6 shows a Si2p core level spectrum taken from an Yy Y 7V 71
ultra-thin layer of Al,O; deposited on H-terminated 6H-SiC(0001). o e e e e

The spectru_m can be deg:or_wol uted into two strong components. One Fig. 6: S2p spectrum of 3.5A Al,O; de-
component is due to emission from the bulk. The second component  posited on SIC(0001 -(1x 1)-H and sketch
is due to Si atoms with oxidation state 1+, which is located at the of the interface.

interface as shown by changing the surface sensitivity. The relative

intensity of the Si* component is in good agreement with what we would expect for a full monolayer of Si-O
bonds [2] and is therefore consistent with the structural model aso shown in fig. 6. A third, weak component is
necessary in order to get a good agreement between the experimental data and the model curve. This component
indicates a small amount of SIO, at the interface. Quantitative evaluation shows that the amount of SiO, is below
5% of a monolayer. Hence, the formation of a significant SiO, layer at the interface can be excluded [32]. First
electrical measurements show that the density of interface states at the Al,O4/SiC(0001) interface is about an
order of magnitude lower than for thermal SiO, gate oxides[32].

Summary

The above described experimental results show that SXPS at BESSY Il allows us to get detailed information
about the surface and interface properties of SiC. The combination with other techniques such as LEED and
FTIR is a powerful tool for gaining structural information about the surfaces. Additional electrical measurements
on interfaces can provide an evaluation of these materials systems for there usefulness in technical applications.
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Electronic structure of stoichiometric polycrystalline V,05 thin films

Q. Wu, D. Ensling, J. Fernandez-Madrigal, R. Hunger, A. Thifen and W. Jaegermann
Fachbereich Materialwissenschaften, Fachgebiet Oberfldchenforschung,
Technische Universitit Darmstadt, Petersenstrafse 23, D-64287 Darmstadt

Transition metal oxides with layered crystal structures like V,0s, LiCoO,, LiNiO,,
LiCoNi; 4O, and LiMn,O4 can be used as cathode materials in thin film Na- or Li-intercala-
tion batteries. The cathode is connected via an electrolyte to the anode material. The battery
can be charged by an external voltage, leading to deintercalation of the alkaline metals from
the cathode, transport through the ionic conducting electrolyte and insertion into the anode.
The discharge process leads to an intercalation of alkaline metal ions into the transition metal
oxides. The electrochemical data of the cell are mostly determined by the change of the elec-
tronic structure of the cathode material during intercalation. For materials with complicated
electronic structures like transition metal oxides these changes can not be described by the
filling of rigid bands by electrons.

This study deals with vanadium pentoxide as a cathode material, because of the chance
to grow thin films of the oxide on cleaved HOPG surfaces by a simple PVD process and the
alkaline metal intercalation can be studied subsequently to simple adsorption experiments. All
experiments have been carried out using the SoLiAS spectrometer at the TGM7 beamline.

In a first step the electronic structure of stoichiometric vanadium pentoxide had to be
clarified, especially with respect to partial valence band density of states for Oxygen and Va-
nadium and the calculation of O2p- and V3d-occupation numbers. Therefore resonant photo-
emission in the photon energy range from 20eV to 120eV has been carried out. Valence bands
and conduction bands of V,0s are generated by the hybridisation of V3d- and O2p-states. Due
to the different atomic orbital energies the V3d-admixture to the valence band and the O2p-
admixture to the conduction band is thought to be small. Reduction of or charge transfer to
V,0s induces a band gap state at a binding energy of about 1.5eV. For photon energies higher
than the V3p-3d excitation threshold (>42eV) there are three different emission processes,
direct photoemission, autoionization and a Super-Coster-Kronig Auger transition (Figure 1,
left). It has been shown [1] that the direct photoemission and the autoionization process are
coherently superposed, because they have the same initial and final states. The resonant en-
hancement of the V3d-photoionization cross section can be described by a Fano-profile [2]
(Figure 1, right). The left part of figure 2 shows an energy series of the valence band region of
a nearly stoichiometric V,0s film. Obviously the intensities of the valence band structures A-
D are strongly influenced by the photon energy. The presence of the gap state G indicates a
slight reduction (about 4%) of the film due to the deposition conditions. The intensity of G is
also a function of the photon energy, that cannot only be explained by the variation of the
non-resonant O2p and V3d photoionization cross sections [3]. This correlation is shown in the
middle part of Figure 2. The gap state intensity can be described by a Fano-profile with a
maximum around 50eV, indicating the V3d-like character of these states. The maximum is
shifted from the V3p-3d excitation threshold by about 8eV. This fact is also known from other
transition metal oxides and is caused by the phase shift between the direct photoemission and
the autoionization process [1,4]. In the right part of figure 2 an off-resonance (41eV) and an
in-resonance spectrum (50eV) is shown. In the latter one the intensity of the V3d-like part of
the valence band emission is strongly enhanced. After different normalization the difference
spectra reflect the pure O2p- and the V3d-like states in the valence band. A comparison to a
recent full-potential-DFT-calculation [5] shows a good agreement between calculation and
experiment. From these PVBDOS measurements and calculations, the V3d-admixture to the
valence band has been calculated to be about 25%, indicating a quite covalent bonding char-



acter of V20", which is in good agreement with data taken from LCAO calculations [6] and
Auger spectroscopy [7].
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Figure 1: Resonant Photoemission process for V,0s (left) and Fano-profile (right).
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son of difference spectra with calculated partial valence band density of states
(PVBDOS) [5] (right) of stoichiometric V,Os.



High-resolution photoelectron spectra of the Si(111): GaSe van der Waalssurface ter mination
prepared by a single step process

R. Fritsche, B. Jaeckel, T. Schulmeyer, A. Klein, W. Jaegermann
Darmstadt University of Technology, Inst. of Materials Science, D-64287 Dar mstadt

The heterostructure of GaSe on Si(111),
incuding the interface formation, the
heteroepitaxial growth and the structure of the
Si(111):GaSe system have been examined by
severd research groups (for more details see
Ref. 1,2 and references therein). For the
preparation of a Si(111):GaSe surface
termination it is possble to sdenize a
monolayer of Ga, which has been deposited at
elevated temperatures. Applying this stepwise
preparation it is possible to follow the evolution
of surface chemical bonds leading to electronic
passivation of the Si(111):GaSe surface [1, 2].
But it is aso possible to deposit GaSe in a
sngle step process onto ether hydrogen
terminated silicon surfaces or onto a Si(111)-
7x7 surface at a temperature > 500°C [3, 4].
This is supposed to be amore promising way
for the preparation the Si(111):GaSe surface
termination, because no rearrangements of Si
and Ga atoms on the surface might be
necessary [2]. Therefore GaSe was deposited
onto Si(111) (n*- and p-doped) at different
temperatures and for different times. The
deposition chamber was directly attached to a
photoelectron spectrometer system connected
to the U49-2/PGM2 beamline of the BTU
CottbugHMI/TU Darmstadt CRG.

Fig. 1 shows Si2p corelevel photoelectron
spectra as obtained after deposition of GaSe on
the n-Si(111)-7x7 surface. GaSe was
deposited at 2A/min for a constant time of
2min at different substrate temperature. At
lower temperature the shape of the Si 2p level
is dominated by a two component emission
structure attributed to an imperfect surface
termination and GaSe layer growth. With
increasing temperature the shape of the S 2p
emission line is getting sharper and the spectra
shifts to higher binding energies. This indicates
the increase in quality d surface passivation by
the formation of a Si(111):GaSe half-sheet
termination layer. The spectra obtained a a
substrate temperature of 530°C shows the best
surface passivation, aimost flatband condition
have been achieved for this preparation step,
and only one component can be identified in
the very sharp developed Si2p emission line.

This temperature has been reported before as
the best for preparing the Si(111):GaSe
termination layer [3]. A further increase in
temperature leads to a reduction in surface
passvation and again a two component
emisson sructure appears in the Si2p
emisson line. The Si(111):GaSe surface
termination is not stable at temperatures above
550°C. Se desorbs from the termination layer
and leaves behind an amost Ga covered S
surface. A shift to lower binding energies is
observed, due to an increase in surface band
bending induced by the metal, which remains
on the surface and the shoulder at low binding
energy site of the Si2p emission line can be
attributed to the formation of Si-Ga bonds.
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Fig. 1: S 2p corelevel photo-electron spectra
obtained after deposition of GaSe for 2min
onto n"-S(111)-7x7 held at different
temperatures.

With the experiment shown in Fig. 1 we
demonstrate, that it is possible to achieve a very
high quaity Si(111):GaSe  half-sheet
termination layer using a one step preparation
process, if the temperature meets the very tight
window of 520°C-540°C, which allows the best
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Fig.2: S 2p, Ga3d and Se3d corelevel photo-electron spectra obtained after deposition of
GaSe onto p-S(111)-7x 7 held at 510°C for 0.5 min, 1 min, 2 min, 4 min and 8 min.

quality in S surface passivation. In a second set
of experiments we clarified the evolution of the
formation of the Si(111):GaSe termination
layer by evaporation GaSe in very smal
deposition steps onto the Si(111)-7x7 held at
510°C.

Fig. 2 shows S 2p, Ga3d, Se3d corelevel
photoelectron spectra as obtained after
deposition of GaSe onto p-Si(111)-7x7 surface.
GaSe was deposited a 1A/min and the
deposition time increases from 0.5min up to
8 min. After the first deposition step of 0.5 min
al emisson lines shows several components
with different intensities. The Si 2p emission is
characterized by the appearance of three
different components, which can be attributed
to Si-Se bonds (on the high binding energy site
and low in intensity), to S-Ga bonds (on the
low binding energy site and low in intensity)
and to S aoms passvated by a GaSe
termination layer. The Se3d and the Ga 3d
emission lines show mainly two components,
which can be attributed to the Se-Si bonds,
respectively the Ga-Si bonds (in both cases on
the low binding energy site, with an intensity
which is approximately 80% of the intensity of
the Ga-Se bonds) and to the Ga-Se bonds,
forming the Si(111):GaSe surface passivation
layer.

With increasing deposition time the intensity of
the components, which are attributed to the S-
Ga and Si-Se bonds, reduces in intensity and
after 4 min of GaSe deposition the spectra of all
emission lines have developed a sharp well
defined shape, which can be correlated to
single component emis-sion. In al emission
lines the components, which can be attributed
to the Si(111):GaSe hdf-sheet termination
layer, are shifting to lower binding energies,
due to adecrease in surface band bending with
increasing the quaity and area of surface
passivation.

This experiment shows that using a one step
preparation process, the growth of the
Si(111):GaSe half-sheet termination layer takes
place in the same way as has leen reported
from the two step preparation process, which
means that several intermediate steps of Si, Ga
and Se surface atoms rearrangements are
necessary before the surface passivation layer
is build up over large areas, even if the
temperature of the substrate was held at an
optima value. The passivation, which was
achieved in this experiment, is not ideal for p
doped S, but the spectra shown in Fig 2 after
8 min of GaSe deposition are all very sharp in
shape and only one component can be
attributed to this emissions. Therefore the not



ideal passivation might be due to fact, that the
substrate temperature, which have been used
for this experiment, does not fit exactly in the
very tight window of 520°C-540°C, where the
best Si surface passivation can be achieved.
Indeed, in another experiment (this is not
shown here, because the deposition steps are
not that small as in the experiment shown in
Fig 2, therefore the evolution of the growth of
the surface termination layer can not be seen
that good), which was made a a substrate
temperature of 540°C, the qudity of the p-
Si(111):GaSe surface passivation can be
optimised (A spectra of the Si 2p emission line
obtained after deposition of GaSe onto a p-
doped Si substrate held at 540°C was shown in
Fig 3 as starting condition for an additional
experiment.)
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Fig.3: S and Au4f corelevel photoelectron spectra of

the S(111): Gae surface after deposition of Au for Omin,

1min, 2 min, 3.5min, 6 min and 11 min.

Finaly we conclude, that the one step process
take place dmost in the same manner as the
two step process, but due to the fact that the
one step process is much simpler and leads to
the same results, it is the superior for preparing
a Si(111):GaSe half-sheet termination layer.

Fig3 shows Si2p and Au4f core-leve
photoelectron spectra as obtained after
deposition of Au onto p-Si(111) :GaSe surface.
The spectra show that with increasing amount
of Au on the surface the emission of the Si2p
was suppressed and finally (after 3.5 min of Au
deposition) he Au starts to react with the S
surface and a second component appears on the
high binding energy site of the Si2p emission
ling, but is still very low in intensity at this
stage of interface reaction. The intensity of the
new component, which can be attributed to the
Au-S interface reaction, increase with further
increase in the amount of Au on the surface.
The Ga3d and Se3d emission lines are not
shown here. These emission lines are not
changing in shape und intensity. With
increasing amount of Au on the surface, he
position of the S 2p, the Ga 3d and the Se 3d
emission line shifts towards lower binding
energy. The binding energy of the Si2p level
changes with Au deposition, to Ez =99.04 eV
for ptypeand to Ez =99.07 eV for n-type Si
substrates (spectra not shown here). This
corresponds to a Fermi level position of Er —
Even» 0056V a the Si(111):GaSe/Au
interface. Although the Au/Si interface reaction
is not fully suppressed, the GaSe surface
termination modifies the Schottky barrier
height by » 0.3eV.
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Resonant scattering from stepped SrTiO;
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Many unusual properties of strongly correlated electron systé&msrietal-to-insulator tran-
sitions, colossal magnetoresistance and superconductivyngitioen metal oxides are discussed in
terms of long-range ordering phenomena like charge, spin and lavbikaring. Such ordering can
be studied by diffraction techniques, but the standard techniquesonesdattering and hard x-ray
scattering are essentially probing the crystalline and ntagsgucture and may only indirectly
allow to relate lattice modulations to a possible charge ordeAngarticularly sensitive tool for
the investigation of ordering phenomena involving certairctetsic states is resonant x-ray
scattering at thé&,sedges of the @ metals. The multiplet structure of these resonances has been
extensively studied experimentally and theoretically in thestpahus providing a sound
background for the assignment of multiplet components to
certain transitions. By appropriate choice of the photon | | ‘hv:‘900‘eV—
energy, the resonant excitation can be restricted to con4 1st order 8=5 deg
stituents in a certain oxidation state or those in a certain| %
chemical environment. By choice of the polarizatdhe of % C data
incident light, the excitation can be additionally restricteig - 4 simulation 1
to sites with the respective orbital orientatiorE - i
Furthermore resonant scattering in the soft x-ray range| g%@?
takes advantage from the strong enhancement of the scat- ‘
tering cross section, which allowed, e.g., the investigation | L
of antiferromagnetic films of only a few monolayer 20 30 40 S0

. . . e detector angle (deg)
thickness [1]. Third-generation synchrotron radlatleln. 1: Diffraction pattern (dots) from
sources and state-of-the-art monochromators give a sgi%;tepped SITiQsurface. The data
ciently high flux of monochromatic photons to make sualere taken by scanning the detector
experiments possible. There are two major limitationsafdfl keeping the light-incidence angle
the method: a) the photon wavelength of the order off%ﬁd ats de_g. The_ red _solid Ii_ne s the

o _ L result of a kinematical simulation.
A, which is much longer than inter-atomic distances and
b) effects like the strong change of optical properties acrossets@nance render the interpreta-
tion of the results not straightforward. For particular casesUd&eSr sMnO; at the Bragg peak, a
result is predicted, where the scattering cross section andbderion signal have barely any
similarity [2], therefore the method has to be carefully tdsiad requires a close cooperation be-
tween experiment and theoretical treatment.

2nd order




Even though the 4500eV 45826V 4604eV 46366V  4661eV 4740 eV
WavelengthiStOObng%O'lz"“““““““““““

for crystalline unit cells, § 010 1 1 1 1 1 |
it is well suited to study-g 0.08- + 1
the Ordering phenomené 0.06- 4 il | | | i
in many systems. Ou@ 0.04- 4 JL A 1 } | i
approach to develop théé 0-027""'“—7~JL7 7_JL_
soool— oo e v e e e
method - and create_ & 30 33 36 380 33 36 3930 33 36 3930 33 36 3930 33 36 3930 33 36 39
background for the in- Detector Angle (deg)

terpretation of data ob- _ _ .
tained from complicatedF'g' 2. First-order superstructure peak for different photon energies

_ .__.across the T, 3 resonance. The light-incidence angle was 5 deg.
systems is to use simple

model systems like the well understood reference systems $f3jOIn order to overcome the
limitations imposed by the long wavelength on resonance, wk & samples with an artificial
periodicity created by a surface miscut. We performed the expetiatehe U49/2-PGM1 beam-
line of BESSY Il using a home-built UHV diffractometer with din-diode photon detector.
For the first experiment, we used a SrTigngle crystal with a vicinal surface cut 1.1 degree rela-
tive to the (001) planes. In order to achieve a single §Yi®rmination, the sample was treated
following the procedure as presented by G. Koster et al. [4]. THasaihas an approximate 53-
fold lateral superstructure given by the distance between two stejpe surface which leads to
additional peaks in the reflected intensity. Fig. 1 shows thesrmvesl first-order reflection peak
from this surface, recorded far from resonance at 900-eV photagebhegether with a simula-
tion (solid line). The simulation is based on a kinematical nhoabich should be appropriate far
from resonance; the asymmetry of the simulated peaks comeglfiefmite absorption length of
the photons included into the model. Interestingly, the secoddraatellite is missing in the dif-
fraction pattern, even though the simulation predicts an obslerwaknsity for it. At the present
stage we can only speculate that this observation may be rdlatadnodulation of the terrace
widths of the sample.

The first-order peak for different photon energies across thenesge is shown in Fig. 2.
The modulation of the peak intensity is clearly visible as wslitlae intensity modulation of the
strong background the peak is riding on. It can be seen, that thegimand and the peak have a
different resonance behavior: at 460.4 eV and 463.6 eV photon enégpackground has the
same intensity whereas the peak intensity is different. Afysisaof the peak intensity across the
Ls» resonance is shown in Fig. 3 together with the absorption signaleasured by total-electron
yield under the same photon-incidence angle. The resonanceardyaleflected in the intensity
variation of the diffraction-peak intensity, but we find rélatintensities of the multiplet compo-
nents different from the absorption signal. The most strikintehce is in the relative intensity
between the two strong crystal-field split lines of the tweamances. While both have about the
same intensity in the absorption signal, the components atrlemergy, which are due to excita-
tions into thet,, states, are much weaker in the scattering cross section. Therevpeaks and
the weak component at 458.9-eV photon energy are missitigef@cattering cross section.
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states the ability of the _ . i .
Y Fig. 3: Absorption cross section (filled symbols) and scatteneen-
method to do spectros

_ ~Sity (red open symbols) across the [, resonance. The light inci-
copy selectively on sitesdence angle was 5 degrees for both data sets.

with a certain periodicity.

Even though the Ti-sites with reduced coordination fonhg @ small fraction of the whole probed
sample volume, the signal from the sample part with the proper spatiadicity is focused in
momentum space and therefore well observable. The origin dbdbkground has to be further
investigated. It can be due to inelastic processes, caused by thpdstbf the sample, or due to
disorder in the system.

In conclusion, we have shown the potential of resonant sodty»scattering to perform spec-
troscopy selectively on sites with certain periodicity andt thi@pped surfaces like SrTjOare
suited samples to develop the method on well understood and Beditreference systems. By
use of samples with different miscut angles the fraction of surédoens at steps can be easily
chosen and by growth of other materials on these stepped sysdterssirface properties can be
changed in a controlled way.

This work was funded by the DFG in the SFB 608, TP C4 and by the BMBF (QBIKE/8).
We gratefully acknowledge the experimental and admingératipport from the BESSY staff and
the excellent working conditions there.
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Resonant photoemission at the Pr,O3 / Si(001) interface

Dieter Schmeifler
Angewandte Physik-Sensorik, Brandenburgische Technische Universitdt Cottbus, 03013
Cottbus, Postfach 10 13 44, Germany

In resonant photoemission studies photoelectron spectroscopy (PES) is done at photon ener-
gies that enable the excitation from a deep core hole to the empty conduction band states. At
resonant condition only such states are selectively enhanced which allow an optical coupling
of the core hole to the empty conduction band states. Information is to be gained from the
shape of the particular resonance and by a comparison of the valence band data at excitation
energies off and on resonance. Such studies provide information on the electronic structure, in
particular how to separate individual contributions in the valence band and conduction band
regime.

Pr,05 is a high-k oxide which is considered as a novel gate oxide in Si based field effect de-
vices /1, 2/ and is known to grow epitaxial on Si(001) /1/ via a silicate interface layer /2/. The
electronic structure of Pr,O; is well characterized /3, 4/. We focus on the valence band pho-
toelectron spectra at the Pr4d resonance around 120eV which involves transitions from the
Prdd core levels to the empty conduction band states and study the changes induced by the
silicate formation.

Pr,0 /Sio,
Pr,0, / Si(001)

intensity / a.u.
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Fig.1: The valence band spectra of Pr;Oj in the silicate phase and of pure Pr,0; (bold)
taken on (hv = 125eV) and off (hv = 121eV) the Pr4d resonance, respectively.

In fig.1 we have displayed the valence band spectra taken at energies close to and right at the
4d resonance which is around 125¢V. We have plotted these spectra for a Pr,O; film depos-
ited to the native SiO; layer (bold lines) to resemble bulk Pr,Os properties. Another sample is
characteristic of the silicate phase. It is prepared like an epitaxial oxide layer on Si(001), how-
ever with a thickness of about 1nm (thinner lines). In this comparison the binding energies of
the Pr5p and O2s levels serve as a reference while the valence band states show significant
variations.



The valence states have a significant contribution from the Pr5d electrons which shows up in
the characteristic behavior at the Cooper minimum around 240eV /2/. Here, we focus on the
interface properties and notice that there are significant variations occurring for the uppermost
valence states close to the valence band maximum (VBM). Obviously, in the interface region
the electronic structure is modified and the chemical bonding and valence band occupancy
within the topmost states is influenced. The Pr6s states are shifted upwards while the Pr5d
states move downwards. The Pr4f electron states can be identified by their enhancement at
resonance (hv=125eV). Obviously, the band at -3eV is a Pr4f state which also becomes down
shifted in the silicate phase. In addition we notice that this emission is split in the interface
layer. There appears a new band in the silicate phase at -1.5eV. It is another Pr4f state because
of its resonant enhancement. At this point, however, it re-mains open whether it is due to a
ground state occupancy or is a consequence of the charge transfer processes (CT) caused by
the interaction of the core hole to the Pr4f levels in the final state /3, 4/.

In Fig.2 we display XAS spectra recorded at photon energies between 90eV and 150eV. The
spectrum of the silicate layer shows an onset at the Si2p edge near 100eV. The Pr4d reso-
nance spectrum starts at 108eV with a clearly resolved edge. There is some weak fine struc-
ture with a characteristic triple peak structure. Next we identify the main Pr4d resonance
which in the literature is often assigned as the giant resonance. It is a rather broad resonance
which has two peaks at energies around 123eV and at around 130eV.

Pr,0,/Si(001)

Si2p edge

|

intensity / a.u.

100 110 120 130 140 150
photon energy / eV

Fig.2: XAS spectra taken at the Prd4d resonance. The upper curve is that of the silicate
phase, the lower curve is the spectrum taken for the pure Pr;0O; oxide.

We now compare the silicate phase data to those of bulk Pr,O;. The interface data show the
Si2p edge at around 105eV, the weak fine structure signals as well as the first giant resonance
at 123eV are more pronounced. Also, there is are shifts of towards lower excitation energies
at the onset of the Pr4d edge (1eV) and in the broad maximum around 130eV (5¢V). Within
the giant resonance there are two final states for the excitation from the Pr4d levels. These
structures are due to unoccupied Prdf (123eV) and Pr5d (130eV) states in the empty conduc-
tion band (CB). This assignment is supported by corresponding constant initial state photo-
emission experiments in which the first reso-nance at 123eV shows a distinct Fano profile, in
particular for the Pr4f initial states /2/. The second resonance at around 130eV shows no Fano



profile and is attributed to the empty covalent bonded Pr5d, O2p, and Pr4f states. The inten-
sity gain in the giant resonance at 123eV indicates a change in the Pr4f occupancy while the
Pr5d states just exhibit a significant shift and broadening.

The data can be rationalized as in the silicate phase the formation of Si-O-Pr networks causes
an increase in the covalent bonding behavior, i.e. the interaction among the Si3p, O2p, and
Pr5d / Pr4f states. The increased covalency changes the b.e. of the contributing states but also
enables CT processes in the initial state. An empty Pr4f level becomes filled by a valence
electron leaving a valence hole (L) as well as a more localized Pr4f °L state. The higher the
covalency the more stable the valence hole will be. This mechanism explains both, the new
state next to the VBM and the increase of the intensity in the 123eV resonance. The increase
of the intensity in the fine structure close to the Pr4d edge can also be attributed to the in-
creased covalency. These transitions gain more spectral weight as the selection rules for the
individual excitations are less strictly applied.

In summary, the VB and the CB of Pr,O; are built by covalent Pr6s, Pr5d, Prdf, and O2p
states. There is a significant contribution of Pr5d states in the valence band. The Pr4f states
are the states next to the VBM / CBM while the Pr6s states appear at the bottom of the va-
lence band. In the silicate phase there is an increased covalent bonding in the valence states
caused by the Si-O-Pr bonds. Additional, localized Pr4f states are filled by CT processes.
They appear above the covalent bonded valence states right at VBM and enhance the 4f con-
tribution in the Pr4d-Pr4f giant resonance.

/1/° H.J.Osten, J.P.Liu, H.J.Miissig, Appl.Phys.Lett. 80 (2002) 297.
/2/ D.Schmeifler, Comp.Materials Science, in press.

/3/ O.Gunnarson, K.Schonhammer, Phys.Rev.B28 (1983) 4315.

/4/  A.Kotani, H.Ogasawara, J.Electron Spectr.Rel.Phen.86 (1997) 65.



Angle-dependent resonant x-ray emission spectroscopy of
PTCDA molecules on Ag(111)

O. Fuchs, L. Weinhardt, C. Heske, and E. Umbach, Experimentelle Physik 11, Universitdt
Wiirzburg, Am Hubland, 97074 Wiirzburg

Y. Zubavichus and M. Grunze, Angewandte Physikalische Chemie, Universitdit Heidelberg,
Im Neuenheimer Feld 253, 69120 Heidelberg

Resonant inelastic soft x-ray scattering (RIXS) is an element-specific photon-in-photon-out
method and hence follows the dipole selection rules. Thus, this technique provides detailed
information about the local partial density of states (LPDOS). Applied to ordered molecular
systems, a polarization-dependent linear dichroism can be used to study the symmetry of the
involved molecular orbitals. In order to fully exploit this possibility, an independent selection
of both, the direction of the polarization vector of the exciting synchrotron beam as well as
the emission angle relative to the sample surface, is necessary. At an undulator beamline pro-
viding linearly polarized light with a fixed direction, this can only be achieved by using an
apparatus equipped with a rotatable analyzer chamber. The rotatable spectroscopy apparatus
ROSA (Prof. R. Szargan, Universitit Leipzig [1]) is uniquely suited for such angle-dependent
investigations. Furthermore it is additionally equipped with an electron energy analyzer to
independently study the core levels involved in the RIXS process.

The studied system, PTCDA (perylene-3,4,9,10-tetracarboxylic dianhydride) multilayers ad-
sorbed on a Ag(111) surface, is known to be a highly ordered system in which the planar
PTCDA molecules lie flat on the silver surface [2,3]. Thus, the molecular & orbitals of the
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Fig. 1: Resonant series of C 1s XES spectra with ex-
citation into 7~ orbitals. Emission from o orbitals is
shown in red, combined emission from 7 and ¢ orbi-
tals in black.



perylene ring system are oriented perpendicular to the surface, whereas the ¢ orbitals are par-
allel. This fact allows to exclusively excite electrons either into the T states with light polar-
ized perpendicular to the surface, or into the o states if the polarization is parallel to the sur-
face. Furthermore, on the emission side, only ¢ states can contribute to the signal in normal
emission, whereas in grazing emission, both ¢ and = states can emit in the direction of the soft
X-ray spectrometer.

The substrate preparation, consisting of sputtering with Ar' ions and annealing at 800 K and
subsequent evaporation of PTCDA was done in situ in ultra high vacuum (at a pressure of
1x10” mbar). The Ag substrate was held at room temperature during evaporation. In order to
minimize beam damage effects due to the high excitation intensity of the U41-PGM beamline,
the sample was moved to obtain a pristine excitation spot on the sample every 60 seconds.

Figure 1 shows a resonant series of C 1s RIXS spectra taken by exciting exclusively into the
n resonances of the PTCDA absorption spectrum (i.e., the incoming light was polarized per-
pendicular to the sample surface). Red spectra were recorded in normal emission, with contri-
bution only from o states, whereas the black spectra show grazing emission spectra with con-
tributions from both o and = orbitals. The big spectral differences between the two orienta-
tions prove that the PTCDA multilayer is highly ordered.

Based on previous detailed studies of the PTCDA NEXAFS spectra [4], the different n* reso-
nances correspond to excitations in selected functional groups of the PTCDA molecules. In
detail, excitation at 284.5 eV and 286 eV excites carbon atoms within the perylene ring sys-
tem, while an excitation energy of 288.5 eV creates core holes in carbon atoms in the anhy-
dride groups of PTCDA. Apparently, the occupied molecular orbitals exhibit pronounced dif-
ferences between these different subregions of the molecule.

In order to understand the taken spectra quantitatively, DFT (density functional theory) cal-
culations yielding the energy levels and geometries of the molecular orbitals are currently
being performed. Based on such calculations, theoretical RIXS spectra will be produced and
compared to the experimental spectra. Applying the final state rule [5,6] for this system,
ground state calculations should already prove very valuable to gain a detailed understanding
of the observed RIXS spectra.

We gratefully acknowledge the technical support by C. Jung and the BESSY staff as well as
funding by the BMBF (FKZ 05KS1WW1/6 and 0SKS1VHA).
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Buried Antiferromagnetic Films Investigated by X-Ray Magneto-Optical Reflection

Spectroscopy
P.M. Oppeneer*, H.-Ch. Mertins, D. Abramsohn, A. Gaupp, S. Valencia, W. Gudat,
J. Kunes*, C. M. Schneider”
BESSY GmbH, Albert-Einstein-Str. 15, D-12489 Berlin
*Leibniz- Institute of Solid State and Materials Research, P.O. Box 270016, D-01171 Dresden

Among the magnetic materials of current technological interest antiferromagnets (AFM's) have gained
appreciable importance lately, because they find key applications in novel spintronic devices, such as
magnetoresistive, tunnelmagnetoresistive, or other exchange-biased micro- and nanostructures [1]. In
these devices, that often comprise embedded AFM layers coupled to ferromagnetic (FM) layers, the
spin-polarized electronic structure of the AFM's plays an important role. Surprisingly, there exists only
littly experimental knowledge of the AFM spin-resolved electronic structure. This is related to the
inability of traditional techniques applied up to now to sensitively probe the AFM spin-electronic
state. Magneto-optical (MO) spectroscopies that are sensitive to the square of the magnetization M
would be applicable to investigate AFM's. To such spectroscopies belong the x-ray Voigt effect and
the x-ray magnetic linear dichroism (XMLD), measured in transmission [2] or absorption [3],
respectively.

Here we report a novel x-ray MO reflection spectroscopy [4] applicable to AFM’s. In this spectros-
copy, we utilize the large penetration depth of soft x-rays of typically 20-100 nm to investigate buried
AFM layers of ex-situ grown samples. The geometry which we employ to observe the MO spectrum is
shown in Fig. la) for XMLD-transmission experiments and in Fig. 1b) for the new XMLD-type
reflection experiments. The spin axis @ of the material (not shown) is oriented in-plane, while linearly
polarized synchrotron radiation is incident on the material at normal incidence for XMLD-
transmission experiments and at an glancing angle & for reflection experiments, respectively. At fixed
angle @ the transmission T (reflectance R) of the material is measured twice, once with the spin axis
parallel (T||, R||) and once with spin axis perpendicular (T, R, ) to the film-projected component of
the polarization vector E. The XMLD effect is defined by the difference, AT =T || -T, orAR=R|| -
R, , respectively. Both measurements, transmission and reflection, probe the fundamental MO
quantity /m (g| - €, ), which is the imaginary part of the difference of the components of the dielectric
tensor, that are parallel or perpendicular to the spin axis [2]. The measurement of AR serves as a new
x-ray spectroscopic access to the spin-polarized density of states of AFM's [4].

The room-temperature experiments were performed at the BESSY UE56/1 beamline, using the UHV-
polarimeter [5], equipped with coils for magnetic scattering experiments [6]. The FM samples were
sputter deposited Co (50 nm) on a Si;N; membrane (100 nm) and 30 nm Co on Si, capped with 3 nm
Al to prevent oxidation. The AFM sample was a NiO/Co/Ta/Cu (50/5/4/1 nm) layered structure with
the AFM at the bottom. It was slowly cooled through the respective Néel temperature in an applied



field. The exchange coupling between the FM and AFM spins is thereby exploited to predefine the
direction of the spin axis in the AFM.
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Figl.  Experimental set up for recording XMLD spectra of magnetic films in transmission (a) and in re-
flection (b). The spin axis a lies in the film plane and can be oriented for FM’s by applying external fields
HOO or H,. Transmission (a) and reflection spectra (b) across the Co 2p edges and the corresponding
XMLD signals. The XMLD is even in the magnetization, shown by the vanishing difference signal for
inverted magnetization direction ((a) open circles). The correspondence of XMLD spectra (a) and (b) shows

that the reflectance signal AR is quadratic in the magnetization and serves as a new spectroscopic access to

To demonstrate that the novel XMLD-reflection effect can be observed indeed we first measured the
spectrum of FM Co in reflection and compared it with results obtained in transmission. Fig. 1a shows
the XMLD-transmission structure [2]. It displays a pronounced structure at the 2p;, edge due to the
resonant excitations from 2p to 3d levels. As expected, it is even in M, as shown by the vanishing
difference signal for inverted magnetization direction (open symbols). The XMLD-reflection spectrum
is shown in Fig. 1b. For a FM material additional terms that are linear in M can be cancelled out by
measuring the reflectance for two antiparallel magnetization directions, and, subsequently, by
replacing R||, by Ry, = %{R||L (Ht) + Rj|. (H-)}. The reflection spectrum resembles the
structure that has been observed by transmission spectroscopy (Fig. 1a), proving that we have ob-
served the MO response in reflectance that is even in M. The reflection signal is effortlessly detectable
and by a factor of 5 larger than that obtained in transmission. Moreover, a clear AR signal could be
measured for a wide range of glancing angles of incidence up to 40° so that depth profiling becomes

feasible by tuning 6.



After successfully detecting the XMLD-reflection effect, we studied the exchange-biased micro-
structure with buried AFM layer. The reflectance spectra were recorded by rotating the sample about
the surface normal over 90° (Fig. 2). The spectrum AR measured across the Ni 2p edges of

NiO/Co/Ta/Cu shows peak values larger than 20%. In addition multiplet structures appear in the spec-

Fig. 2 XMLD reflection spectrum AR of
5F NiO/Co/Ta/Cu R buried AFM NiO in NiO/Co/Ta/Cu across

the Ni 2p edge at 6 = 18°. Signals larger

-
T

than 20% are obtained, most pronounced

at the 2ps), edge. The fine structure is due

3r ol \'/.—1.‘/— to the multiplet splitting, typical for 3d-
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trum, which are typical for 3d-oxides [7].
The multiplet splitting at the 2p edge is

particularly exploited for imaging of

AFM domains in insulating 3d-oxides by

photo electron spectroscopy (PEEM) [7]. In
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at the 2p;,, edge, whereas in reflection we

find the largest contrast at the 2ps, edge,

where also the intensity is largest. The
PEEM technique is associated with the sensitivity of XMLD to the multiplet fine structure, while our
approach is not restricted to insulating AFM oxides. This we could show for a metallic AFM system
Ta/MnNi/Co/Ta/Cu [4].
In conclusion, we developed a new XMLD-reflection spectroscopy that provides large signals and hat
can be applied to arbitrary, e.g. industrial systems, including samples with buried AFM layers or even
“dirty” surfaces. Such samples cannot be probed by photoelectron-based spectroscopy, due to the

small escape depth of 2-4 nm of the secondary electrons.

1 S. A. Wolfetal., Science 294, 1488 (2001).

2 H.-Ch. Mertins et al., Phys. Rev. Lett. 87, 047401 (2001).

3 S.S. Dhesi et al., Phys. Rev. Lett. 87, 067201 (2001).

4 P.M. Oppeneer et al., Phys. Rev. B, in press (2003)

5 F. Schéfers et al., Appl. Opt. 38, 4074 (1999)

6 H.-Ch. Mertins et al., Phys. Rev. B 66, 184404-1 (2002)

7 A. Scholl et al., Science 287, 1014 (2000) Supported by the BMBF 05KS11PB/8



Near edge X-ray absorption fine structure of thin perylene films deposited on
Al,05/NizAl(111)
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Experimentell e Physik II, Universitét Wirzburg, Am Hubland, D-97074W rzburg, Germany

Organic field effect transistors (OFETS) are part of a rapidly developing field and a technoogicd
challenge of modern soli d-state physics [1]. One of the main goalsisto prepare organic thin films with
physicd properties comparable to thase of organic single aystals[2]. Thusit would be possible to use
low-cost deposition methods for optimised and efficient devices. Our aim is to develop a MISFET
device with optimised performance, step by step, starting from choosing the most suitable
substrate/insulator/organic system, improving the daracteristics of the organic layer, developing
suitable methods for contact formation, and performing eledrical and el ectronic characterisation of the
complete device In this work we present the results of a nea-edge x-ray absorption fine structure
(NEXAFS) investigation of thin perylene films, ore of the promising candidates as OFET material,
deposited onAl,04/NizAl(111).

We prepared thin films of perylene [3, 4 by organic moleaular deposition (OMBD) in-situ using
strictly controlled evaporation conditions in order to obtain well ordered films. We were interested in
the influence of the growth parameters on the moleaular orientation, the possble mnsequentia
changes in the electronic fine structure, and the correlation between X-ray phaoel ectron spectroscopy
(XPS) and NEXAFS The measurements were performed at Beamline UE52-PGM at BESSY. The
NizAl(111) single-crystal substrate was oriented with an accuracy better than 0.4° and medanicdly
polished on ore side. It was cleaned in UHV by means of repeaed cycles of Ar-sputtering and
subsequent annealing. The preparation o the oxide was carried out by expasing the single crystal at
1000K to oxygen (partial pressure 3x10° mbar). This method gives a thin oxde layer of 5 A [5],
suitable for investigation by standard electron spectroscopies without any charging phenomena. In
addition, the thin oxide layer is intended to simulate the dectronic and structural properties of thick
oxide layers employed in industrially relevant OFETs. Each step of the substrate preparation was
chedked by using XPS and NEXAFS. Perylene was deposited on Al,0x/NizAl(111) with different
deposition parameters. The deposition was monitored with a quadrupole mass gedrometer and the
nominal thicknesswas determined by using the dtenuation o the XPSsignal at well known spedral
lines (Al and Nisp). We carried out NEXAFS measurements in the partial yield mode (PY) in grazing
incidence (70°). In order to investigate the moleaular orientation an the surface we took advantage of
the dependence of the NEXAFS spectra on the pdarisation of the incident radiation [6]. Hence, we
measured the spectra by using both haizontally and vertically linearly pdarised synchrotron radiation
tuning the padarisation by means of the undulator. Finally the spectra were normali sed by taking the |,
current and the dean substrate signal into account [7].

Figure 1 shows the C-K NEXAFS spedra obtained from 7 ML (a) and 5ML (b) of perylene on Al 04/
NizAl(111) deposited urder different preparation condtions. The spectra were taken in grazing
incidence for horizontal (bladk curves) and vertical (red curves) polarization. The main features due to
the i3 resonances exhibit a strong pdarisation dependence, indicating a high degree of orientational
order in the films, and alowing us to determine the moleaular orientation from the observed dchroic
behaviour [6]. At a substrate temperature of 240K and with an evaporation rate of 1 ML/min (Fig. 1
a), the moleaules are close to the upright position with respect to the substrate plane (6 =74° between
the moleaular plane and the substrate surface), while the moleaules appea to be lying amost flat (6 =
27°) when the film is grown at 0.4 ML/min and at a substrate temperature of 100 K (Fig. 1 b).
Furthermore, the dectronic structure of the two films is dightly different, as sen from the different
dichroic behaviour of the peg at about 289 eV. These ae only two examples among the recorded
spectra. As apreliminary result we find that it is possible to tune the molecular orientation of perylene
by using different sets of growth parameters. We observe that the perylene moleaular plane is parallée



to the substrate surface when the film deposition rate is low, whil e the moleaules dand yright when a
high-rate depositionis chaosen.
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Fig. 1. C-K NEXAFS spedraobtained from 7 ML (a) and 5ML (b) of perylene on
Al04/NizAl(112) deposited under diff erent preparation conditions. The spedra were taken in
grazng incidencefor horizontal (blad curve) and verticd (red curve) polarisation.

In conclusion, the results from NEXAFS investigations $iow that the growth parameters play a

fundamental role in the moleaular orientation and in the dectronic structure of well ordered thin films

of perylene deposited onAl,0s/NizAl(111).

We found that for a high depaosition rate with the substrate being at room temperature the moleaules

are standing upright. Thisis of strong technological relevance since perylene films:

a) can beprepared in an “easy” way,

b) arewell oriented,

c) can have a moleaular orientation that favours charge transport parallel to the substrate surface as
needed for FETsin the conventional geometry (better overlap of the Tt orbitals).

We point out by NEXAFS that perylene/Al,Os/NisAl(111) is a suitable organic/insulator/substrate

model system for developing an optimised MISFET.
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Photoemission with time-correlated Laser and Synchrotron radiation:

Charge carrier dynamics at semiconductor surfaces
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The success in time-resolved laser spectroscopy us-
ing visible and near-IR radiation have inspired fur-
ther demand for time-resolved X-ray and EUV spec-
troscopy techniques.
chrotron radiation (SR) is combined with synchronized
Laser pulses. Third generation synchrotron sources like
BESSY provide SR pulse width sufficiently short to in-
vestigate dynamical processes in the ps time domain.

In our experimental setup syn-

Here we present a study on the time-resolved
charge carrier surface recombination at Si(100) sur-
faces. Charge carriers are generated by the laser pulse
and the temporally excited sample, characterized by a
dynamical surface photo voltage is probed with core
level photoemission by SR.

For the single bunch experiments a specially de-
signed Nd:YVO, laser system, operated at 25 MHz
repetition rate, pulse picked to 1.25 MHz (pulse width
14 ps) has been synchronized to the BESSY single
bunch frequency. The Laser /SR time delay can be con-
trolled between 0 and 800 ns electronically. Addition-
ally we use a optical delay in a 3 ns time range. Both,
laser fundamental and second harmonic generated in
a periodically poled crystal have been used, 1064 and
532 nm, respectively. The overall time resolution of
the experiments is about 60 ps which is the SR pulse
length.

Standard surface science techniques have been used
for preparation and characterization of the clean
Si(100)-(2x1) surface and the Si05/Si(100) interface.
The latter was prepared by thermal oxidation of the
clean surface at 850 K at 10~ mbar O,.

Although charge carrier recombination at surfaces
and interfaces in semiconductors is of importance for
many technological processes, details about carrier dy-
namics in the surface region are still under debate [1, 2].
Here we present photoemission data on the recombi-
nation dynamics at the thermally-grown SiO5/Si(100)
interface.

Fig. 1 shows high-resolution Si 2p core level spectra
obtained for 130 eV photon energy for two different
SiO9 layers on Si(100). The dominating feature cor-
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Fig. 1: High resolution Si 2p XPS spectra for a 15 A
Si02/Si(100) surface an a diluted layer at hv = 130eV,
Praser = 160 mW @ 530 nm and At = 200 ps.

responds to the atomic Si 2p doublet at binding en-
ergies around 100 eV. Additionally three shifted com-
ponents due to the different Si oxidation states can
be identified[3, 4]. Upon laser excitation at 532 nm
the core levels show a rigid shift of up to 300 meV to
lower binding energy due to the surface photo voltage.
The amount of the shift depends on the pump-probe
delay and the laser intensity. Laser-generated electron
hole-pairs are separated in the near-surface field. Their
electric field partly compensates the field in the ab-
sence of light which causes the well-known band bend-
ing at semiconductor surfaces. After the laser pulse the
charge carriers will recombine, primarily at the surface
which leads to the reappearance of the band bending
and a shift of the surface core level back to its initial
value. The charge carrier surface recombination time
strongly depends on the surface/interface structure and
ranges from sub-ps up to us.

The recombination dynamics at the Si05/Si(100) in-
terface after laser excitation at 1064 nm is summarized
in Fig. 2. It shows the Si 2p core level shift as a func-
tion of the laser-pump SR-probe delay logarithmic time
scale. The data show a non-exponential decay in time.
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Fig. 2: Si 2p core level shift AV as function of Laser-pump
SR-probe delay for two different SiO2/Si layers.

Defining the decay rate by 7= -V = —9V/dt, its
dependence on the surface field can be described by a
thermally activated behavior:

7 =7(AV) = 7o - o AV/ckT

For thinner oxide layers on Si(100) we observe smaller
shifts and faster decays. However, in all cases the
data show a decay rate depending exponentially on the
peak shift (band bending) which corresponds to a lin-
ear range in Fig. 2.

The observed behavior is interpreted as charge car-
rier recombination controlled by transport over a dy-
namic barrier generated by the band bending [5]. Ini-
tially, after laser excitation carrier (hole) diffusion is
fast due to the small surface voltage. With decreasing
carrier densities the band bending in the near surface
region partially reappears. For subsequent recombina-
tion the carriers have to overcome the increasing en-
ergy barrier given by the band bending. This leads to
an approximately exponential dependence of the decay
rate on the surface photovoltage shift. Numerical sim-
ulations of this model, as indicated by the solid line
in Fig. 2 using only three parameters, can essentially
describe the experimental data over more than three
orders of magnitude in time.

The details of the onset of the surface photovolt-
age shift are shown in Fig. 3 for Laser excitation at
532 nm. The experimental time resolution (60 ps here)
is sketched as Gaussian-like peak.

For positive delays we find only a weak decrease
within the first 800 ps. The onset of the shift in
the range from -800 ps to 0 can be fully understood
as intrinsic property of the photoelectron spectroscopy
method in the presence of a sudden potential change
at the sample. A laser-induced instantaneous (sub ps)
surface potential change at time ¢ = 0 interacts via its
electric field with the outgoing photoelectrons gener-
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Fig. 3: Onset of the time resolved Si 2p core level shift
AV. The gaussian indicates the time resolution of the

experiment. The solid line is a fit based on the surface

potential described in the text.

ated earlier. The peak shift reflects, as indicated by
the solid line in Fig. 3, the long-range electric field of
a surface dipole with radius R

V(z) x1—z-(R2+ 2372,

The surface potential detected in time domain by a
photoemission measurement is related to this potential
function by

V(r) = V(—g) (for negativ delays 7) ,

This effect needs to
be considered whenever the dynamics of small energy

for a photoelectron velocity v.

shifts are analyzed in the presence of a substantial sur-
face photovoltage shift.

To summarize, the charge carrier recombination dy-
namics at the SiO2/Si(100) surfaces have been studied
in the 60 ps to 800 ns regime by Laser/ synchrotron ra-
diation pump-probe photoemission. The observed core
level shifts are due to a dynamic surface photovolt-
age and are well-understood within a simple modell.
These studies demonstrate the potential of laser and
synchrotron radiation pump-probe experiments.
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Relative partial photoionization cross section
of liquid water
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Using a micron-sized liquid jet valence band photoemission spectra from liquid water have
been measured in the 30-120 eV photon energy range at the MBI undulator beamline (U125
SGM). The spectra of liquid water exhibit differential energy shifts as well as peak broadening
of the water orbital binding energies relative to the corresponding gaseous features. These dif-
ferences are of multiple origin, including bond contraction, electronic polarization, and surface
dipoles, as discussed elsewhere [I]. Representative photoemission spectra of water are shown
in Fig.[1}

The central panel is the pure gas phase spectrum (which is obtained by suitable translation of
the jet relative to the electron detection), the top panel displays the measured liquid spectrum
characterized by maximum liquid to gas phase intensity ratio, and the center curve is the
respective difference spectrum.
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Fig. 2: Measured differential photoionization cross section of the four water valence orbitals for liquid
and gaseous HyO obtained for 60, 80, 100eV photon energy.

Concerning the relative partial photoionization cross section, do;/dS2, considerably lower
values are obtained for the 1by and 3a; orbitals for liquid as compared to gas phase water.
This is shown in Fig.[2] where we display the corresponding measured integrated photoemission
intensities, normalized to the 1b; value, for three photon energies (60, 80, 100eV). These
differences can be associated with the decrease of the corresponding differential cross sections,
which correlates with a decrease of the respective anisotropy parameters [2, 3], 815, and (4, -
The [ value for a given orbital and energy is the result of the interference between the respective
partial waves and will change if the orbital structure changes. Notice that the geometry being
used in the present study (electron detection normal to the light polarization) ideally suits the
detection of 3 changes, for  being in the range of 1.0 to 1.5, which are the values relevant here.
Specifically, the electron emission probability is about 50 % smaller for 5 = 1.5 than for 1.0.

Surface-specific contributions to the observed cross sectional behavior are ruled out, largely
due to the curved surface of the microjet (the jet radius being much smaller than both the
synchrotron focal size and the detector entrance of the spectrometer [I]), which leads to an
averaging over a wide range of jet surface normal directions. In conclusion, different photoe-
mission cross sections are found for liquid vs. gas phase water. The result is explained by
molecular orbital changes due to H-bonding, and can be interpreted in terms of the relative
increase of [y, and [33,,, with respect to the gas phase values.
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NanoESCA on polycrystalline Al gsSng o2
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We present spatially resolved XPS data of polycrystalline Aly 9sSng.02. Spectra of the Al2p and
O 1s core-level, taken on the grains and their boundary show that the main part of the oxygen is
located in the grain boundaries and bound to Al (presumably as AloOs). The Al2p energy scan
measured on neighboring Al-grains also reveals small differences in the peak position suggesting that
the method is also sensitive to different crystallographic orientations of the grains.

For the investigation of the spatial and chem-
ical structure of grains and grain-boundaries in
polycrystalline Alg.ggSng.g2 there is the require-
ment of both a good XPS energy resolution and an
adequate spatial resolution. The data presented
here were measured using a new instrument de-
sign that is currently developed in collaboration
between two universities and two companies!. This
NanoESCA system consists of a PEEM in com-
bination with a band-pass energy filter (double-
hemispherical electron analyzer) which — at the
current state — is capable of simultaneous energy
and spatial resolution of 600 meV and 140 nm as
documented in a separate contribution to this an-
nual report. The data of this investigation were
taken at beam-line UE-52/SGM1 of BESSY II us-
ing photon energies hy= 200 and 625eV for the
Al2p and O 1s core-level, respectively. The pho-
ton spot of the beam-line nicely matched the field
of view of =~ 40 pum allowing optimum intensity
and reduced integration time per picture. The
polished sample was cleaned using Argon sput-
tering to remove contaminants from the surface.
The measurements were taken at a base pressure
of 8x1071% mbar at room temperature using only
ion getter pumps to reduce vibrations.

The line-graph in Fig. 1 shows three energy scans
across the O 1s core-level energy taken on differ-
ent sample areas (red, green and blue rectangles in
picture a, b and ¢) corresponding to grain bound-
aries (red and blue rectangle) and on the surface of
one particular grain (green rectangle). The three
greyscale pictures show the energy-filtered data at
the different kinetic energy indicated in the graph.
The intensities in the spectra correspond to the in-

tegrated intensities enclosed by the rectangles nor-
malized to the sampled rectangular area. We ob-
serve a strong accumulation of oxygen in the grain
boundaries (white = high intensity) that spectro-
scopically has a higher binding energy (chemical
shift) than the oxygen detected on the grain. To-
gether with the following remarks, the latter is at-
tributed to adsorbed oxygen. We find the above
interpretation supported if we also take into ac-
count the Al 2p energy scans shown in Fig. 2 taken
on areas corresponding to those in Fig.1 (grains
and boundaries). We clearly observe two different
energy positions and conclude that the Al exists
in two different chemical surroundings. Thus in
Fig. 2 the red and green rectangles monitor grain-
boundaries with a strong chemical shift to lower
kinetic energies (higher binding energies), and the
white structures in b) are therefore attributed to
areas with oxidized aluminum (AlyO3). The two
remaining (light and dark blue) areas are posi-
tioned in the center of two grains where Al is metal-
lic. During the energy scan it is also noticeable
that between the different metallic grains we ob-
serve an energy shift of several tens of meV which is
much smaller than the boundary-grain differences
(different grains “lighten up” at slightly different
Eyin). These small differences could be the re-
sult of different crystallographic orientations of the
grains which — due to the different surface termi-
nation — cause these energy-shifts.

This work was supported by the BMBF (FKZN
13N7865, 13N7863, 13N7864, 13N7847) and the
DFG(SFB 277). We like to thank the BESSY II
staff, esp. F. Senf for his help with the beam-line.
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FIG. 1: Energy scans across the O 1s core-level on different sample positions taken at hr = 625 eV. The intensities
in the line-scans are normalized to the corresponding areas.

E,=115.2 eV e IR
d “on T\ mh=200eV
c
3 [ ]
g ) ‘
S, C)
:E‘ [ ]
z| ]
C °
9
£ L
a) /. / ! ./’>‘§S.\'\ )
::=|:l§;:l§$:=::i0"/: o S::Flﬂilals
112 114 116 118 120

kinetic energy [eV]

FIG. 2: Energy scans across the Al2p core-level on sample positions that correspond to those in Fig. 1 (hv =
200 eV, intensities normalized to areas). The different grains are clearly distinguished due to small shifts in the
peak energy.
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We have performed experiments on both S,S and R,R 2,3-butandiol on Si(100)2x1 at the beam
line UE56/2-PGM2. In order to reinforce the effect of using circularly polarized light we chose
a system which has two chiral centres.

We have measured Cls photoemission spectra corresponding to a monolayer of butandiol on Si,
at liquid-nitrogen temperature using both left and right circular polarization as well as
horizontal and vertical polarization. We also used two geometries of the sample with respect to
the incident beam, grazing and normal.

We can summarize the findings and drawbacks in three points.

1) Cls peaks intensity ratio

The Cls spectra show 2 peaks. On the basis of electronegativity arguments, the higher kinetic
energy peak can be assigned to the external carbon atoms (-CH3), the lower kinetic energy one
to the and internal ones (-CHOH). Since there is an equal number of internal and external
carbon atoms in the molecule, the ratio between the two peaks should in principle be 1:1. It can
be seen in Fig. 1 this it is not the case.

The smaller intensity of the spectral feature deriving from the -CH3 group can be related to a
fragmentation process that occurs upon adsorption, similar to what we already observed for
methanol and ethanol on Si(111)7x7'%.

2) Dichroism

In Fig. 1 the Cls spectra of 2,3-S,S butandiol on Si(100)2x1, taken with 4 different
polarizations at grazing incidence, are reported, roughly normalized for the smaller peak
intensity. The higher kinetic energy peak intensity varies with the polarization. In particular the
peaks taken with left polarized (green curve) and right polarized (blue curve) light are different.
However, some care must be taken, because those two curves also show some different line-
shape, which might indicate some sample modification that occurred during the data recording.

3) Cracking

The cracking of the adsorbate for long exposures to the beam is shown in Fig.2, where a
monolayer of 2,3-R,R butandiol is monitored as a function of exposure to the synchrotron light,
during 2h20°.

In the figure the first and the last spectrum are reported . The radiation effect results in a
gradual change both of peaks ratio and position. The VB changes accordingly. The process is
not spontaneous since the check of non-irradiated sample spots yields spectra not affected by
the peak shift.
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Fig.1 Cls photoemission spectra as a function of the beam polarization

Fig.2 Cls peaks as a function of sample irradiation
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Photon-induced processes in co-condensed glycine/water thin films
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The adsorption/co-adsorption of molecules on/with ice has attracted much attention because of its importance for
understanding solvation, vaporization and surface reactions [1]. In particular, the adsorption studies of
biologically active molecules (amino acids, peptides, etc.) may play a crucial role in the emerging field of
bioengineered materials [2]. In such investigations the spectroscopic methods using synchrotron radiation for
generating photoelectrons are frequently exploited. Sometimes, however, the high photon flux available at
synchrotron beamlines may induce undesired chemical reactivity and sample degradation [3]. We have
investigated therefore in this work the soft X-ray synchrotron radiation (160-610 eV) induced processes of
desorption and decomposition in co-condesed in vacuo glycine (NH,CH,COOH)/water thin films as model
systems for more complicated biological systems.

The experiments were performed on the UE52-PGM undulator beamline with a SCIENTA SES-200 analyser
and on the PM-1 bending magnet beamline at BESSY 2. Vapour deposition of glycine was achieved from a

specially designed Knudsen cell-type molecule evaporator [4]. Simultaneously the sample was exposed to H,O
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Fig. 1. Development of the Cls, Ols and Nls photoelectron spectra of the 6WG10 film with
increasing periods of synchrotron irradiation.

by backfilling the preparation chamber with a water pressure up to ~10” mbar. Two condensed films at 85 K
were investigated: 6 L (1 L = 1x10° Torr s) of water + 10 ML glycine (denoted as 6W10G) and 60 L of water +
10 ML glycine (denoted as 60W10G) on an Al,O3/NiAl(110) surface. Fig. 1 shows the consequence of the



photon-induced changes in the 6W10G film as probed by the Cls, Ols and N1s core level spectra. As one can

see after 25 min of irradiation the spectra show significant changes, namely a shift of the glycine spectral

components to the lower binding energies, an increase of the Cls signal at 285.5 eV (hydrocarbon

decomposition products), the appearance of a new Cls component at 291.9 eV (probably due to the formation of

CO,), an increase of the N1s component at 400.5 eV (amino group), and the absence of the water Ols signal at
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Fig. 2. Development of the valence
region photoelectron spectrum of the

534 eV. The valence region PES spectrum of the 6W10G film (Fig.
2) after 60 min of irradiation still shows the three bands A, B and C
characteristic of the zwitterionic glycine (NH; CH,COO"), but the
presence of the Ni 3d emission from the substrate indicates strong
radiation-induced desorption from the film. After 60 min of
irradiation a new spot on the film was probed by moving the crystal
by ~1 mm. The spectra now show only small changes compared to
the original 6W10G film indicating a lower degree of
decomposition.

The changes in the Cls PES after 60 min of irradiation of the
water-rich 60W10G film can be seen in Fig. 3 (bottom two spectra).
Judging from the intensity of the Cls component at 285.5 eV,
which is due to the emission from decomposition fragments of
glycine, we can conclude that the 60W10G film is less influenced
by irradiation than the 6W10G film. As it is shown in Fig. 4 almost
no changes are detected in the valence band region spectrum of the

60 min irradiated film. Only the three highest occupied orbitals of

6WG10 film. water (1b;, 3a; and 1b,) are present in the spectrum, due to the
relatively large amount of water on the surface.
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Fig. 3. Development of the Cls photoelectron spectrum of
the 60WG10 film upon 60 min of irradiation and subsequent
heating of the film to the temperatures indicated.
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Fig. 4. Development of the
valence region photoelrctron
spectrum of the 60WG10 film.



The Cls spectrum of the 60W10G film heated to 200 K, i.e. a temperature above the desorption of water

multilayers and below the desorption of glycine multilayers,

indicates further degradation of the film (Fig. 3). The Cls spectrum
of the 273 K heated film, i.e. a temperature still before desorption
of glycine multilayers, shows further decomposition of the glycine.
Indeed, the observed changes after heating the 60W10G film are
due to the synchrotron irradiation of the ice-free surfaces, but some
J structural changes in the film upon heating also occur. The valence
band spectra of the two heated surfaces show only minor
differences: in both spectra the emission from glycine orbitals is

23 Lice present and it is difficult to detect the extent of decomposition of

- \/%iaﬁon the glycine. The Cls and valence band PES spectra of the 60W10G

film heated up to room temperature reveal severely damaged

60W10G

glycine molecules on the surface. Although the valence band

T T T T T T T T T T T
53 535 540 545 550 spectrum still suggests the presence of glycine-like species, the
Photon energy [eV] . .
component due to hydrocarbon fragments in the Cls spectrum is

Fig. 5. Comparison of the NEXAFS dominant.

spectrum of the 60W10G film with ) ) )
reference spectra of ice, the oxide The 60W10G film was investigated with NEXAFS as well. In

substrate and a condensed glycine layer. Fig. 5 the Auger-electron-yield O K-edge NEXAFS spectrum of the

60W10G film is compared with the spectrum of ice (23 L of water
condensed at 85 K on the same substrate). In addition to the NEXAFS peaks of ice, the spectrum of 60W10G
shows a C=0 m*-resonance at ~533 eV due to the presence of glycine. In the NEXAFS spectrum of the 60 min
irradiated film this peak appears less intense, which is probably due to the destruction of the carboxyl groups and
formation of hydrocarbon species. The increase of the intensity of w*-resonance of glycine after heating the
60W10G film to room temperature might be explained with a particular orientation of the glycine molecules in
the non-decomposed monolayer on Al,O3/NiAl(110).

The present results show that the influence of synchrotron irradiation on mixed ice/amino acid films is
significant, leading to both desorption of the water and the decomposition of organic molecules. The former
changes the environment of the amino acids and thereby possibly the chemical state of the molecules, whereas
the latter leads to a destruction of the organic species. These effects are detrimental and should be considered in
studies of biological systems with synchrotron radiation.

We would like to thank Dr. B. Casu, Dr. Th. Schmidt, A. Schdll, and D. Hiibner (Uni Wiirzburg) for the
valuable technical assistance. Furthermore, we are indebted to the BESSY staff for the support, in particular to
Dr. W. Braun for his help and many discussions. This work was supported by the Austrian Science Foundation

and BMBF (contracts No. 05 KS1VHA and 05 KSIWW1/6).
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VUV-SE spectra of guanine layers on H-Si(111) surfaces
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Among DNA bases (adenine-A, thymine-T, guanine-G, cytosine-C), guanine
(Figure 1) is important in the field of bioelectronic devices at molecular scale like
biomolecular nanowires [1,2]. In order to identify the electronic transitions and
determine the optical constants (n, k) of the guanine layers deposited on H-
passivated Si(111), vacuum ultraviolet (VUV) spectroscopic ellipsometry (SE)
technique is employed. A literature survey did not reveal any investigation
concerning the optical constants of any DNA bases. Guanine layers with different
thicknesses namely ~40 nm and ~100 nm were grown on H-Si(111) surfaces by
organic molecular beam deposition (OMBD) under ultra-high vacuum (UHV)
conditions (base pressure ~ 3.10° mbar). Prior to guanine deposition, clean H-
Si(111) surfaces were wet-chemically prepared as follows: first the substrates
were degreased of organic contaminants by rinsing in isopropanol and de-ionized
water; afterwards the native oxide was removed by etching for 2 min in
hydrofluoric acid (HF 40%) resulting in H-terminated Si(111) surfaces showing a
sharp 1x1 LEED pattern. Guanine was evaporated onto H-Si(111) surfaces with a
rate of 2nm/min from a Knudsen cell at a temperature of about 510K. During the
guanine deposition the substrates were kept at room temperature (RT).

The VUV-SE measurements were performed on the guanine layers with the VUV
ellipsometer operating with the 3m-Normal-Incidence-Monochromator 1 as light
source and MgF, Rochon prisms as polarizer and analyzer. The SE spectra were
recorded in the photon energy range from 3.0 to 9.5 eV at an angle of incidence of
68°. To our knowledge, these are the first SE measurements of guanine layers on
H-Si(111) surfaces prepared under UHV conditions using synchrotron radiation.
Unlike the aging processes of guanine layers on LiF substrates observed under
high-vacuum conditions [3], no aging of the guanine layers was observed after 2
days in UHV at a pressure of 7x107'° mbar. The exposure to the synchrotron
radiation did not cause any deterioration of the samples.

Figure 1.Chemical structure of a guanine molecule.



Figure 2 shows the real <eg> and
imaginary part <e;> of the measured
effective  dielectric  functions  of
guanine layers on  H-Si(111)
surfaces. Measurements performed
as a function of azimuthal angle
showed that the guanine layers are
optically isotropic. The spectra are
dominated by strong interference
features at 3.9 eV in the thin layer
and 3.97 eV in the thicker one. Above
4 eV, the spectra are dominated by
the features due to guanine involving
electronic  transitions  with  7n-7*
character. Three features can be
distinguished in the spectra of both
guanine layers. The first peak
corresponds to the HOMO-LUMO
transition. The positions of the
features for 100 nm layer thickness
are at 4.77, 541, 6.11 eV and a
shoulder at 6.76 eV. All features are
shifted towards higher energy for a
layer thickness of 40 nm. Absorption
spectra of high-vacuum deposited
guanine layers on LiF substrates
exhibit features at lower energy
values (4.31, 4.90, 6.20 and 6.70 eV)
compared to the energy positions in

3 4 5 6 7 8 9

3 4 5 6 7 8 09
Photon energy / eV

Photon energy/eV
A~3.07 40 FE S, H-Si(111)

Figure 2. Measured effective dielectric
functions <eg4>, <e,> of guanine layers (~
40 nm — red lines; ~ 100 nm - blue lines)
on H-Si(111). In the inset <g;>, <e,> of the
H-Si(111) substrate are shown.

SE spectra. The shifts in peak positions may be related to a difference in the
thickness of guanine layers. However, further experimental and theoretical
investigations are required. A theoretical study involving the calculations of
electronic transitions of guanine molecule and dimers using DFT theory at different

levels is in progress.
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NEXAFS study of a family of Copper Porphyrazines
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BESSY, Albert Eingein Stir. 15, 12489 Berlin
MBI for non linear optics, Max-Born-Stral3e 2 A, 12489 Berlin

The am of this study was to investigate the charge transfer between the Copper atom and the Nitrogen
ligand of a family Copper Porphyrazines [1] which differ principdly in the degree of Benzolation. A
combined approach usng NEXAFS of both Nitrogen K and Copper L,3 edges together with
Photoemisson was employed. Only the NEXAFS results will be presented here.

Samples were prepared ingtu by evaporation, except for P3 the largest molecule, & PM3 where
Photoemisson and Auger yidd NEXAFS were measured. A cursory investigation of the Nitrogen
NEXAFS with angle revealed only a weak dependence of the sgmaand pi resonance regions. This weak
dependence was attributed to the high deposition rate and polycrystdline gold substrate.  The samples
were subsequently transferred in air to the BTUC beamline where fluorescence NEXAFS was measured.
Both Copper and  Nitrogen
NEXAFS showed minima change
between the two sats of
measurements with the exception that
the data from the undulator beamline
are better resolved and that more
T care had to be taken due to radiation
Pl damage.  Figure 1 shows the
Nitrogen NEXAFS which compare
P2 well with published data[2]. Severd
3t trends can be observed. Firsly
P3 there is a deady progression of
ol . . . . . . dructure in the p resonance region to
390 400 410 420 430 4“0 |ower binding energies as the degree
Energy (€V) of benzolation is  increased.

Figurel. Nitrogen Fluorescence NEXAFS measurements from the Associgted with this progression is

Cottbusser beamline. The data have been normalised using the pre and an arupt decrease in the main p
post edge (385 and 430eV) and shifted for clariy. The number Pndenotes  resonance (399eV) for P3. The

the degree of benzolation. smadlest molecule PO shows a shift in
this resonance to lower binding energy (-0.47€V) and a more resolved double peak structure. Findly for
the two intermediate molecules this resonance shows a Fano like dip.

11t Nitrogen K NEXAFS

©

Intensity (arb. unts.)

The copper NEXAFS is shown in Figure 2. Agan a shift to lower binding energy of the principa
resonance, dthough smdler (-0.37€V), is seen for the smdler molecule, in addition it is wesker and
broader than the others. The 2p3d resonance [3] is most intense and sharp for P1 and P2. For P3 it
becomes broader and there is a large shift to lower binding energies of 16V which is not seen for the
Nitrogen NEXAFS.
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Copper L, ; NEXAFS

P2

Figure2. Copper L,z Fluorescence NEXAFS measurements from the

920

Energy (eV)

970

Cottbusser beamline. The data have been normalised using the pre and
post edge (928 and 960eV) and shifted for clariy. The number Pn denotes
the degree of benzolation.

In an atempt to throw some
additiond light on the results some
s$mi emperical  cdculations  were
made on both the Copper and the
meta free compounds. The results
for the unoccupied DOS of the metdl
free compunds are shown below in
Figure 3 and ae in reasonable
agreement with other calculations [4].
The same trends are seen for the
Copper calculations as for the meta
free except there are additiona DOS
contributions  from the Copper a
intermediate energies; This is dso
seen in the experimentd data of .
Okgima et d [1]. The energy scde
both absolute and relative do not
agree  with the data, however a

common trend is seen; thereis an increase in the DOS to lower energy as the benzolation increases (peaks
B) and the lowest unoccupied leves (pesks A) shiftsto lower energy for PO. Further work involving more

6.0

A
o

Density of states (log)
w
o

15

P3

PH_-Porphyrazine

Acknowledgments

-2 0 2 4 6

Energy (eV)

accurate  ainitio  cdculations
together with NEXAFS samulations
usng FEFF 82 ae underway.
Additiond experimenta work on the
P3 compound and in particular
resonant Auger a the Copper L3
edge on the four compounds is
planned.

Figure 3. Density of statesfor the
unoccupied levels of the metal free
compound. The Logarthym has been
plotted as a crude simulation of the
overlap between the Nitrogen core and
molecular orbital. i.e. the matrix elements
areignored.
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beamline support, and P. Bressler, D. Schmeif3er and W. Braun for useful discussions.
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Electronic and structural properties of DiMePTCDI/ S- GaAs(100) interfaces
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Introduction

Planar and highly symmetric molecules like N,N’-dimethyl-3,4,9,10-
perylenetetracarboximide (DiMePTCDI) belong to a material class known as organic
semiconductors. These molecules interact predominantly via van-der-Waals forces
and can form ordered crystalline solids or thin films. The weak van-der-Waals
bonding between organic molecules and substrates allows quasiepitaxial growth
even in the presence of lattice mismatch. Our work is focused on the modification of
semiconductor surfaces and interfaces using such organic semiconductors. The
energy level alignment at the interfaces is investigated using Photoemission
Spectroscopy (PES) while Near Edge X-ray Fine Structure spectroscopy (NEXAFS)

is used to determine the orientation of the molecules.

Experimental

The GaAs(100) surfaces were passivated by etching in S>Cl»:CCly (1:3) for ten
seconds, followed by rinsing in CCls, acetone, ethanol and de-ionised water for 5
seconds each and finally dried in a N, flow. Annealing for 30 min at 470°C and a
pressure below 510° mbar results in sulphur passivated 2x1 reconstructed
GaAs(100) surfaces, further on being denoted as S-GaAs. The organic layer is
deposited by organic molecular beam deposition (OMBD) onto the S-GaAs
substrates with the thickness monitored by a quartz microbalance. Photoemission
and NEXAFS spectra were recorded at the Russian-German Beam Line at BESSY.
The photoelectron spectra were detected with a CLAM 4 analyser and the NEXAFS
studies were performed in the partial photoelectron yield mode. The C1s NEXAFS
raw data were divided by the current of the incident X-ray beam and normalized with

respect to the absorption at 325eV.

Energy level alignment
Figure. 1 presents an example of valence band structure for the clean S-
GaAs(100) surface and after a deposition of a 15 nm DiMe-PTCDI film.
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Fig.1: Photoemission spectra of a clean S-GaAs(100) and after evaporation of a 15 nm DiMe-PTCDI
film and top view and side view of the calculated molecular orbitals. The energy band diagram for the
DiMe-PTCDI/ S-GaAs(100) interface is also shown

The feature with the lowest binding energy in the DiMePTCDI spectrum
originates from the highest occupied molecular orbital (HOMO). This molecular
orbital has n-character as can be seen from the top and side view of the charge
distribution on the molecule calculated using Gaussian 98 (B3LYP/3-21G)' . Six
molecular orbitals contribute to the dominant feature at 4.2 eV binding energy. These
orbitals show predominantly n-character and are located around the imide group.
Here, Evomo and Eygw represent the energy edge of the highest occupied molecular
orbital of the DiMePTCDI and the valence band maximum of the substrate,
respectively, relative to Er. The Evsu—Enomo offset is determined to be (0.86+0.10)
eV. The ionization energies of (6.28+0.10) eV and (6.46+0.10) eV for S-GaAs(100)
and DiMe-PTCDI the interface dipole is determined to be (—0.68+0.10) eV.

Orientation of molecules

In NEXAFS absorption of the incident synchrotron light takes place due to the
excitation of an electron from a core shell into the lowest unoccupied states. In
perylene derivatives the lowest unoccupied molecular orbitals are derived from the n-
electron system with its orbitals oriented perpendicular to the molecular plane. Due to
selection rules excitation between the core shell and the n-orbitals takes place if the
electric field vector of the incident light has a component parallel to the n-orbitals.

Figure. 2 presents selected C-K shell spectra of DiMe-PTCDI for different angles of
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Fig.2: NEXAFS spectra of the C-K edge of
unoccupied - and o-states, DiMePTCDI as a function of the angle

of incidence of synchrotron light
respectively. With increasing angle of

incidence the intensity in the 7 -resonance increases. This is a clear evidence that
the molecular plane of the molecule is tilted with respect to the substrate surface.

In combination with Raman spectroscopy the angle between the (102) plane of
crystalline domains and the substrate plane is determined to be 56°+4°2. The long
molecular axis of the 2 molecules in the unit cell are deviating from the [110] direction

of the substrate by —9° and -48°, respectively.

Summary

The growth of DiMe-PTCDI on S-GaAs(100) surfaces has been investigated using
PES and NEXAFS. The valence band maximum of S-GaAs(100) is found to be
(0.86+0.1) eV above the HOMO of DiMe-PTCDI. The interface dipole amounts to —
0.68 eV with the vacuum level of the DiMe-PTCDI below the vacuum level of S-
GaAs(100). NEXAFS investigations show that the molecular planes are tilted with

respect to the substrate surface.

Acknowledgements
Financial support by the Bundesministerium fiir Bildung and Forschung (BMBF
contract No. 05 KS10OCA / 1) and the EU DIODE network is gratefully acknowledged.

We thank the staff of BESSY for valuable technical assistance.

1. Gaussian 98 (Revision A.1), M. J. Frisch et. al., Gaussian Inc., Pittsburgh PA, 1998.
2. T.U.Kampen, G. Salvan, A. Paraian, C. Himcinschi, A. Yu. Kobitski, M. Friedrich, and D. R.
T. Zahn, Appl. Surf. Sci., to be published.



4f-derived electronic structure in the bulk and at the surface of a-Ce metal
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At the surface of rare-earth (RE) solids 4f states are energetically lowered due to the
decrease of cohesive energy [1]. This phenomenon may directly be observed in photoemission
(PE) by a splitting of the 4f-derived emission into surface and bulk components separated by
the well-known surface core-level shift. In Sm and Tm metal as well as in several trivalent
Sm, Eu, Tm, and Yb compounds unoccupied 41! configurations are shifted below the Fermi
energy by this mechanism leading to surface valence transitions that are reflected in the PE
spectra by the appearance of both 4f" ! and 4f" final states. 4f PE spectra of Ce systems reveal
always a splitting into 4f° and 4f' components that, however, is not due to a surface effect but
due to hybridisation. The phenomenon may be described in the framework of the single-
impurity Anderson model (SIAM) by a hopping interaction between the 4f states and the
valence band [2]. The energy
lowering of the 4f states together with
the reduction of atomic coordination
at the surface leads here to '
dehybridization reflected in the
spectra by a decrease of the 4f' signal
in addition to an energy shift of the
4f° emission. Both effects have to be
considered for a proper interpretation
of Ce PE spectra.

For a-Ce metal a surface energy
shift of the 4f° component towards

energy lowering of the 4f states are
always directed towards higher
binding energy. This unusual behavior
may be understood on the basis of
SIAM where the energy position of
the 4f° emission is roughly given by
\(e* + 4A%). Here, ¢ denotes the
binding energy of the nonhybridized
4f° state and A a hybridisation
parameter that describes the hopping
probability. If A decreases at the
surface due to the reduced atomic
coordination a decreasing binding

lowe.r binding energy was predicted =
[3] in sharp contrast to observed 2
surface core-level shifts of heavier S Ce .
RE’s that according to the surface > o
@ surface
2
£

3 2 1 E.=0
Binding energy (eV)

energy may be obtained from this Fig. 1 Resonant 4f PE spectra of a- and y-Ce taken
. : : at the 4d—4f absorption threshold at 121 eV photon

expression in spite of an ncrease O.f & energy. Surface and bulk contributions were sepa-

In order to prove this prediction rated by quenching the surface signal by a Dy over-

experimentally we performed layer.

resonant PE experiments at the



U-49/2-PGM1 undulator beamline of BESSY II. Thin films (about 100 A) of a-Ce metal were
prepared by thermal deposition of the pure metal onto a W(110) substrate held at a
temperature of 50 K. In the PE spectra surface and bulk components of the 4f emission were
separated by quenching the surface signal by thin overlayers of Dy metal. Fig. 1 shows a PE
spectrum of a-Ce (top, black squares) taken on-resonance at the 4d—4f absorption threshold
and separated into bulk (top, open symbols) and surface components (center). A bulk
spectrum of y-Ce is shown in the bottom. As compared to y-Ce the bulk spectrum of the a-
phase reveals a shift of the 4f° peak at about 2 eV to higher binding energy and an increase of
the 4f' emission at the Fermi energy. Since € should be almost the same in both phases these
effects reflect the increase of hybridization in the o-phase. Solid curves through the data
points reflect results of a numerical analysis on the basis of SIAM considering the effects of a
realistic density of valence-band states [4]. While € remains almost constant (1.3 - 1.4 eV) the
hybridization parameter is found to increase from 0.72 eV to 0.87 eV in going from y- to a-Ce
leading to an decrease of the 4f occupation from 0.99 to 0.92. In contrast to the theoretical
prediction the surface component reveals a 4f” emission shifted to higher binding with respect
to the bulk component. The 4f' peak is even smaller than in y-Ce. Our analysis in the light of
SIAM shows that with respect to the bulk A decreases only slightly (0.83 eV) and that the
observed changes of spectral shape are predominantly due to energetic lowering of € by 0.5
eV. The unexpected small variation of A might be due to interactions with a d-like surface
state observed for all trivalent RE metals.
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Local Electronic Structure in NaCl / H,0 Electrolytes
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As compared to solids or gases, little is known about the electronic structure of liquids or
dissolved species, although the electronic structure in wet environments is crucial for many
processes in biology, medicine and chemistry. On the theoretical side, ab initio molecular
dynamics calculation for liquids have only recently become feasible [1]. Experimentally,
standard techniques of soft x-ray spectroscopy were difficult to apply due to the high vacuum
requirements. We have designed a wet sample cell in which a liquid can be circulated in a
UHV chamber. Soft x-rays are coupled in and out of the sample volume by a SiN, membrane
of 150 nm thickness, allowing us to record fluorescence yield (FY) soft x-ray absorption
(SXA) and soft x-ray emission (SXE) spectra. Here we report on FY-SXA experiments on
NaCl / H,O solutions as a function of the salt concentration. The spectra were recorded at
the UE56/1-SGM beamline using a photodiode to detect the total fluorecence yield.

NaCl/H,O is an often encountered electrolyte. Earth’s oceans consist on average out of a
0.6 M NaCl solution. Bodily fluids and cells of e.g. mammals contain many ions, with Na* and
CI" being the ions with by far the highest concentrations in plasma and interstitial liquid. A
0.15 M solution of NaCl is isotonic to human blood. Na* ions in aqueous solution are
surrounded by water molecules with the O atoms directed towards the Na* ion. Calculations
[2-4] indicate that the first solvation shell is made up out of 6 H,O molecules, with an Na-O
distance of 2.3 A. Electrostatic effects in electrolyte solutions are described under certain
simplifying approximations by Debye-Huckel theory, which predicts the existence of a cloud
of oppositely charged counter ions around any given ion [5]. Mathematically, the counter ion
charge can be envisioned as being concentrated in a shell of radius rp, the Debye length.
For 0.1 M, 0.5M, 1.0 M, 5.0 MNaCl/H,0, r;=9.6 A, 4.3 A 3.0 A 1.4 A, respectively. Due
to its approximations — in particular treating ions as point charges — Debye-Huickel theory can
not be expected to be quantitatively valid for concentrations above 0.1 M. The Na—ClI nearest
neighbor distance in solid NaCl is 2.82 A. The numbers calculated above nevertheless
suggest that the counter ions and ions in concentrated solutions will come in into close
proximity. At room temperature, 6.14 M NaCl is a saturated solution, ie. for higher
concentrations, NaCl will precipitate. A Monte Carlo calculation for 1M NaCl [4] exhibits a fist
peak in the Na-Cl ion radial distribution at 23 A. We are not aware of any calculation of the
electrolyte structure for concentrated electrolytes such as 5 M NaCl at the present time.
Apart form ionization potentials of Na'(H.0), clusters, there does not seem to be any
theoretical modeling of the electronic structure at the Na* ions in solution at the present time.

In Fig. 1, we present Na 1s FY-SXA spectra of 0.1 M, 0.5 M, 1.0 M and 5.0 M NaCl / H,O
solutions at room temperature. In order to facilitate the comparison, the 5 M NaCl spectrum
(line) is superimposed on the other measured spectra of NaCl/H,O. A spectrum of solid NaCl
and of Na gas with a calculation assigning transitions [6] has been included for reference.
The spectrum of the solid is in good agreement with published spectra [7] but shows finer
detail due to improved instrumental resolution. The features in the gas phase spectrum are
well explained by modeling the 1s-np transitions [6]. The electrolyte spectra are
characterized by two broad peaks at 1080.1 eV and 1075.9 eV. The latter peak has a
shoulder at 1074.5 eV. Finally, we observe a small absorption peak at 1072.8 eV. A clear
change of the spectral shape can be seen as a function of NaCl concentration. The SXA
spectrum reflects the local electronic structure at the Na+ ion. At the present time we can
only speculate that the observed change in spectral shape is due CI ions being able to
penetrate into the first solvation shell. The average relative lifetime of e.g Na*(H,0)sCl
complexes should increase with increasing NaCl concentration. Counter ions in the first



solvation shell would be at distances comparable to solid NaCl which is close enough to
produce electronic overlap in the valence and conduction band states. Charge transfer and
“ion softening” of the Na* [8] can be expected to be different if H®*,0%%) from the solvation
shell is replaced by CI'. A detailed understanding of the changes in the electronic structure
will require a theoretical analysis of the electronic structure, based on a molecular dynamics
calculation. Experiments varying the type and concentration of the counter ions have been
carried out and are currently being analyzed.
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Stepped epitaxial graphite by transformation of vicinal SiC(0001)
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In the past decades, the structuring of solids at a length scale comparable to interatomic distances
became an object of great attention. The main way of fabrication of such structures is self-organization and
step-decoration on surfaces. An ideal way to minimize electronic interaction with the substrate for this kind of
systems is to use a substrate material where the atomic layers are only weakly bonded to each other by means
of van-der-Waals interaction as is the case with graphite. However, graphite is too soft for producing stepped
surfaces in the standard way of cutting a crystal at a certain angle followed by mechanical polishing. The
solution to this problem is initial graphitization of a well-characterized stepped substrate.

We report here a novel technique for formation of stepped graphite, based on the application of the
graphitization method'™ to stepped 6H-SiC surfaces. Graihitization takes place after prolonged heating up to
relatively high temperatures due to Si-atom evaporation. The reported technique is studied through observation
of distinct core-levels of carbon and silicon (Cls and Si2p, respectively) while increasing time and temperature
of the heat treatment with 50K step each time. Also LEED techniques were involved to show that the stepped
character of the vicinal SiC(0001) surface remains after the treatment. Eventually, we applied angle-resolved
photoemission to map the resulting band structure and to compare it to the one of bulk graphite.

Experiments have been performed in an ultra-high vacuum chamber equipped with a LEED optics and
a CLAM-4 hemispherical electron analyzer set to 50 meV energy and angular resolution. The Russian-German
beamline used as a source of photons. Base pressure during experiment was in the low 107’ mbar range.
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Fig. 1. Deviations in Cls core level peak energy and intensity along
with annealing up to given temperatures. The two sets of spectra
are given for (a) Flat 6H-SiC(0001) surface and (b) stepped 6H-
SiC(0001) and measured with photon energy hv = 320 eV in
normal emission.

Fig. 2. Evolution of Si2p core level peak with increasing annealing
temperature. hv = 130 eV and 160 eV. Spectra for a) Flat 6H-
SiC(0001) surface and (b) stepped one show that the graphitization
process is similar and in both cases the Si2p signal vanishes almost
completely.

Fig. 1 and Fig.2 shows the evolution of the Cls and Si2p core level for different annealing
temperatures. Two samples - flat (a) and stepped (b) SiC(0001) - are presented for comparison. The spectra
reveal typical behavior for graphitization. Cls peak becomes more intense with increasing of annealing
temperature while Si2p decreases due to Si-atom evaporation. Some minor shifts and variations in the shape of
spectra can be explained by different surface reconstructions subsequently realized with increasing annealing
temperature. Several works addressed this question for flat SiC'**. The state of the sample when intensity of
Si2p became comparable with background counts (after annealing at 1500K) was regarded as completely
graphitized. For this state LEED observations as well as band structure mapping were done.

It is well known that the LEED images from a regularly stepped crystalline surface must lead to an
observable splitting of diffraction spots, which is explained by the presence of a macro surface having different
indices than the base plane (i. e., the terraces). Such splitting is in fact observed in our case. The LEED pattern



from vicinal SiC(0001) after graphitization taken in-situ is reproduced in Fig. 3. The ratio of splitting-distance
to the lattice constant derived from LEED pattern in reciprocal space allows us to evaluate terrace widths of the
graphitized surface. It reveals that this value is about 20-22 lattice constants (35-40A) of a graphite plane,
which is in good agreement with the terrace size of the initial (non-graphitized) surface.
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Fig. 3. LEED pattern from graphitized 6H-Si(0001) stepped
surface. Primary electron beam energy E,= 61 eV. Because
of big distance from the sample to the screen only three
spots fit onto the screen. The obvious splitting of the spots
proves the assumption that the graphitized surface kept its
initial stepped character.

Fig. 4. Mapping of the band structure of stepped 6H-Si(0001); (a) valence
band spectra sets with dispersing peaks in I'M direction. Measured in the
range from —32° up to +8° degrees relatively to normal emission in angle-
resolved mode of analyzer. hv = 65 eV was employed for the measuring,
(b) The band structure extracted from measured data compared to band
structure of flat graphite.

The last criterion for the characterization of the newly produced structure is whether it shows the
typical in-plane band dispersion of graphite in angle-resolved photoemission. Energy dispersion was measured
in I'M direction (perpendicular to terraces) for stepped graphitized SiC(0001) surface. The data, given in Fig.
4a, shows a set of spectra with peak positions marked and Fig. 4b the dispersion derived from the spectra
compared to the calculation™®. One can see that the band structure is nearly the same as the theoretical one.

All these points allow us to conclude that fabrication of stepped graphite surface through the effect of
6H-SiC(0001) surface graphitization has been achieved for the first time.
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Au stripes on W(145) showing quantum-well states of sp- and d-character
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Following earlier theoretical predictions the observation of the formation of quantized electronic states
has in recent years become a common phenomenon in atomically thin two-dimensional metal films.( see e.g.
Ref.1), Confining electrons to even lower dimensionality and controlling the effect of the finite size on the
electronic structure along two directions at the same time then is a challenge within reach. So-called quantum
stripes are an example for such structures and they can in principle be formed by metal deposition on a
regularly stepped substrate crystal, the so-called step decoration technique. Thickness and width of the stripes
should be determined by cutoff angle of the substrate, the crystallographic orientation of the terrasses and the
deposited atomic adlayers. The aim of the current work is to explore whether it is possible at all to form Au
quantum stripes on top of a stepped W crystal, whether stripes of different thicknesses can be grown, and to
investigate by photoemission techniques whether sp- and d-derived quantum-well states (QWS's) develop in
such a system.

As a substrate we used the stepped W(145) surface with a (110) terrace structure exposed by the cutoff
angle of 10.9°. Tt is well known that the shape of steps and their crystallographic direction play an important
role in the step-decoration process. We used the [111] step direction in order to provide close-packed step
edges. Important for the current investigation is the comparison to our recent work on QWS’s of sp- and d-
character in ultrathin Au films on flat W(110) [1].

Figure 1 presents a series of angle-resolved photoemission spectra for Au deposition on W(145) measured
under the same conditions as in Ref. [1], i. e., emission normal to the (110)-terraces with 1° angle resolution
at the UE56/1-PGM beamline with 62.5 €V photon energy. The angle of light incidence was 30° relative to
the terrace normal with the electric vector along < 111> directions. The bottom spectrum corresponds to the
clean W(145) surface. Under deposition of Au, the W-derived features are attenuated and new Au-derived
features appear in the region of binding energies (BE's) between 2 and 8 eV. By analogy with the Au/W(110)
system [1], the features observed here can be ascribed to QWS’s of sp- and d-character which we label 1sp,
1d4, 2sp, 2d4, for thicknesses of 1 and 2 monolayers (ML). In Fig. 1 the spectra corresponding to formation of
1.0 and 2.0 ML Au are marked by red lines. The changes with Au- coverage of the BE’s of the main features
are traced in Fig. 2a. Open circles are related to the W-derived features. Au-derived features are shown by
solid circles. Here, the corresponding energies expected from the ‘extended phase accumulation’ model for 1
and 2 ML of Au have been reproduced from Ref. [1] (crosses) along with the identification according to the
notation introduced there. Evidently the energy of each QWS changes as abruptly as expected. The
corresponding development of the QWS intensities are presented in Fig. 2b. Maxima in this graph correspond
to formation of first, second, ... monolayer of Au. Note how well intensity maxima for QWS’s of different
character (1sp and 1d,) coincide showing the precision of the thickness calibration reached in this way and
that QWS's of 2 ML form at the expense of those of 1 ML showing true layer-by-layer growth.

The materials Au and W have been chosen among other aspects because Au does not interdiffuse when
grown on W. Thus a change of the step structure during Au deposition on the W(145) substrate is therefore
excluded. This means that the present results showing predominantly 1-ML QWS's in the thickness range 0 -
1 ML and 2-ML QWS's in the thickness range 1 - 2 ML directly prove that quantum stripes of 1- and 2-ML
thickness are formed. Annealing of the 2-ML system (see the upper spectrum in Fig. 1) does not lead to
significant modification of the spectrum. The quantum stripes are therefore considered thermodynamically
stable in this range. As the electronic structure of the present system develops in an analogous way to the one
for Au/W(110) [1], it is suggested that QWS’s will be a good indicator of the formation of well defined
quantum stripes also for other systems. A comparative analysis of lateral quantum-size effects for electron
wave vectors perpendicular and parallel to the stripes will be published elsewhere later.

. Shikin, O. Rader, G. V. Prudnikova, V. K. Adamchuk, W. Gudat, Phys. Rev. B 65, 075403 (2002).
. Shikin et al., to be published.
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Valence band umklapp at the step superlattice of W(331)
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Many aspects of angle-resolved valence-band photoemission can be explained based on the ground
state electronic structure. Among the processes inherent of the photoexcitation process, umklapp transitions
lead to modifications of photoemission spectra that cannot easily be separated from contributions assigned to
ground-state properties of the electronic structure.

The present work aims at understanding to what extent umkapp processes are important in angle-
resolved photoemission from superlattices formed by stepped crystal surfaces. To this end, we compare angle-
resolved photoemission spectra of flat W(110) to those from W(331). The W(331) surface is characterized by a
13° cutoff angle relative to the (110) basis plane leading to (110) terraces of six-atomic-row width and a regular
arrangement of steps running along the [1-10] direction. In terms of the bulk Brillouin zone, this corresponds to
the I'N-direction of W. The experiments were carried out at U125/1-PGM and UE56/1-PGM beamlines under
vacuum better than 2x10"'° mbar. Samples were cleaned using standard procedures, i. e., oxygen treatment
followed by high-temperature flashing, so that both W(110) and W(331) surfaces did not show any C or O 1s
peaks.

Figure 1a shows measured band dispersions from the W(110) surface as reference. Data are plotted
versus the surface projection of the electron wave vector along [1-10], i. e., the ['H-direction in the (110)
surface plane. The data distinguishes between photon energies of 62.5 eV, 81 eV, and 110 eV. The photon-
energy-dependent data in normal emission (electron wave vector along [110] or I'N) given in Fig. 1b clarifies
that the dispersion in Fig. 1 measured at 110 eV which reaches 9 eV binding energy starts at the I'-point and
stays near the ['H-direction for parallel wave vectors not too far from zero. The dispersions measured at 62.5
and 81 eV reaching 6 eV binding energy occur close to the N-point. For comparison, calculated dispersions [1]
are given in Fig. 1a for both high-symmetry bulk directions. The calculated dispersions shall help us to identify
features derived from bulk states knowing that W surfaces are characterized also by a wealth of surface states
and surface resonances (see, for instance, Refs. 2 and 3).

As far as bulk states are considered, the electronic structure measured from W(331) is expected to
be very close to the one identified above since W(331) consists of (110)-oriented terraces. In order to test this
assumption we investigated the corresponding valence band dispersions for the stepped W(331) surface. Like
above, we focus on the [1-10]-azimuth, i. e. near the ['H-direction which is the one perpendicular to the step
edges. Data for 62.5 eV photon energy are presented in Fig. 2 for two positions of the sample rotated by 180°.
Solid lines indicate the branches measured from the flat W(110). The identification of k=0 with the
macrosurface normal (vertical line) is arbitrary and without consequences as we will consider only differences
in the parallel wave vector. Another vertical line marks the terrace normal. It is readily seen that dispersions
very similar to the ones from flat W(110) appear centered around the terrace normal and no dispersion is
related to the macrosurface normal. This is in agreement with expectations based on the comparatively large
terrace width of three lattice constants. Note, however, that some features, in particular the strongly dispersing
bands between 4 and 6 eV binding energy discussed above, are shifted away from the terrace normal. We
marked this shift by vertical dotted lines and the vector G. The value of G corresponds to the superlattice
period of the terraces. The photoemission intensities (not shown) of the branches between 4 and 6 eV behave in
an interesting way: The terrace-centered branches lead to significantly less intensity than those shifted away
from the terrace normal by the wave vector G. In order to verify that this is not due to any geometrical reasons
of the experiment like light incidence, we analyzed this also for Position 2, rotated by 180°. Again, the branch
shifted away from the macrosurface normal has higher intensity.

We conclude from our analysis that introducing a new periodicity by a regular step arrangement at
the surface strongly modifies the electronic structure as measured in angle-resolved photoemission. Extra
branches appear away from the macrosurface normal, i. e., in the upstairs direction of the step lattice. If the
observed dispersion were interpreted as first and second Brillouin-zone emission of the superlattice, the
intensity behavior, i. e., higher intensity for the shifted branches, would be difficult to explain. In this case, i. e.,
ground-state properties of the superlattice as the reason for the observed behavior, also some features related to
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the macrosurface normal might be expected but do not appear in our data. Strong intensity for hydrogen-
induced umklapp has been reported for the W(100) surface [4], and we believe that the present results which, in
contrast to previous studies, enable a direct comparison between direct photoemission and the umklapp process
in terms of intensity shows that there are cases where umklapp leads to stronger intensity than direct
photoemission. The consequences for experimental band-structure determination are grave: The photon-energy
dependence from W(331) for emission along [110] leads to the behavior given by the blue open symbols in Fig.
1b, a dispersion which deviates by 1 eV in the determination of the N-point of the bulk Brillouin zone. From
Fig. 2 and our analysis it is understood now that this measurement is actually the photon energy dependence of
the umkapp-scattered band structure.
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4f hybridization in heavy rare-earth compounds
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The localized character of the 4f states is mainly responsible for the magnetic properties of
rare-earth (RE) compounds. In photoemission (PE) experiments this localized character is
reflected by the appearance of broad 4f™" final-state multiplets. Recently, additional splittings
of the 4f emission have been reported for Pr and Nd transition-metal compounds that are even
larger than the multiplet splitting and are caused by hybridization. The phenomenon could be
quantitatively described in the framework of a single-impurity Anderson model (SIAM) by
formation of symmetric and antisymmetric fd hybrids that lifts the energy degeneracy between
4f"" and valence-band states in the final state [1]. For the 4" ground states this hybridization
leads to admixtures of 4f*"! configurations in the order 5% and may have consequences for
the magnetic properties of these systems.

For the heavy RE elements Tb and Dy the relative energy separation between adjacent 4f"
configurations are similar to that for Pr and Nd, respectively. Hence, extrapolating the
experimentally determined hybridization strength in Ce, Pr, and Nd compounds as a function
of atomic number Z one might expect
finite configuration mixing in the
respective Tb and Dy compounds as

well. In order to prove this conjecture Res PE TbPd
resonant PE experiments on TbRAh,
TbPd, and DyRh have been 4d—41 &

performed at the 4d—4f absorption
threshold using synchrotron radiation
from the Russian-German beamline of
BESSY II. Single-phase polycrystal-
line compounds were prepared by arc-
melting and were cleaned in-situ by
scraping with a diamond file. Fig. 1
shows on-resonance (thin line through
solid circles) and anti-resonance
(dashed line) 4f PE spectra of TbRh
taken at hv=155 eV and hv=142 eV,
respectively, and normalized to the
photon flux. The on-resonance
spectrum reflects almost exclusively
emissions from the 4f states and may anti-resonance
be compared directly with the
expected Tb 4f final-state multiplet | «I”’ R

given below as a bar diagram. Here, L I| b T N—
the 8S7/2 term is well separated from 6 i2 3 4 E

the other terms of the multiplet and Binding Energy (eV)
corresponds to the 4f final state with _
the lowest binding energy (BE). In the Fig. 1

on-resonance

Intensity




experiment this term appears to be broadened and seems to consist of two components at
about 2 eV and 3 eV BE, respectively. In the insert the spectral shape in the region of the 887/2
state is shown in more detail for TbRh (bottom) and TbPd (top). For comparison, valence-
band spectra of the same region taken at hv=70 eV are shown below as shadowed areas. These
spectra reflect predominantly emissions from the almost filled 4d bands of the transition
elements that reveal much larger PE cross sections than the 4f states at this low photon
energy. On resonance respective spectral contributions are negligible small due to a Cooper
minimum of the 4d cross section. As is evident from these spectra, the energy position of the
4d band coincides in TbRh with the expected position of the 887/2 term and corresponds to a
dip in the shape of the observed PE peak while in case of TbPd the 4d band is shifted to
higher energy and the 4f emission is narrower and consists of only one peak at about 3 eV
with a weak shoulder at higher BE. In the inset, solid lines through the data points reflect
results of a numerical analysis in the light of SIAM [2]. This model, that is usually only
applied to Ce systems, may be extended to Tb assuming that in the Hund's rule Tb 4f* ground
state only the electron with antiparallel spin interacts with valence-band states, while the
seven 4f electrons with parallel spin remain unaffected by hybridization due to the high
stability of a half-filled shell. In the analysis also a (non-resolved) splitting of the 4f emission
due to the surface core-level shift (0.5 eV towards higher BE) and a reduction of fd
hybridization (66%) due to the reduced coordination at the surface were considered. As a
result, bulk hybridization parameters of 0.9 eV and 0.6 eV are obtained for TbRh and TbPd,
respectively, leading in case of TbRh to about 2% 4f° admixture to the 4f* ground state (1%
for TbPd). The hybridization parameters of PrRh and DyRh are 1.3 eV and 1.15 eV,
respectively, while the corresponding values of the Pd compounds are 0.85 eV and 0.75 eV,
respectively. Similar effects as in TbRh are observed in DyPd that could be described with a
hybridization parameter of 0.6 ¢V and lead to about 1% admixture of the 4f'° configuration to
the 4f° ground state.
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Spectroscopy of V,05(0001) thin films on W(110)
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Vanadium oxides exhibit catalytic activity for several reactions, most of them involving transfer
of oxygen atoms. In the context of an extended project dealing with the chemical properties
of the surfaces of different vanadium oxides also the chemical properties of V,03(0001) were
investigated. Thin films were epitaxially grown on W(110) and studied with synchrotron radi-
ation with respect to their surface electronic structure and the surface termination. Typical film
thicknesses were between 30 and 100 A.

Using vibrational spectroscopy it could be shown that the surface is terminated by vanadyl
groups which lead to the loss at 127 meV in Fig. 1. A similar results was obtained before for
the (0001) surface of Cr,O3 which exhibits corundum structure like V,03. The vanadyl groups
are thermally stable up to T > 1000 K and may be removed by exposing the surface to electron
irradiation, leaving a surface behind which is possibly terminated by vanadium atoms. Tentative
models for the two differently terminated surfaces are displayed in Fig.2. For the vanadium
terminated surface it was assumed that its structure is similar to that of the metal terminated
Cr,03(0001) surface which was previously studied with I/V LEED [1, 2]. We note that the
atomic arrangements at the two differently terminated V,03(0001) surfaces are not exactly
known since structural studies do not yet exist.

The two V,03(0001) surfaces have been studied with high-resolution photoelectron spectroscopy
of the Ols and V2p levels and the valence band. Fig. 3 displays Ols and V2p core level spec-
tra recorded with 630 eV photons which means that the kinetic energy of the photoelectrons is
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Figure 1: HREELS data of the vanadium terminated  Figure 2: Drawings of the vanadium terminated (top) and
and the vanadyl terminated V,03(0001) surface in  the vanadyl terminated V,03(0001) surface (bottom).
comparison with a spectrum of Cr,O3(0001).



near to 100eV where the surface sensitivity is high. The main message of this figure is that
the 2p; 2 and 2p3,, bulk levels of the vanadyl terminated surface are accompanied by surface
states at higher binding energy which gain intensity at grazing electron emission angle (second
spectrum from top). For the vanadium terminated surface the intensity of the surface state is
significantly smaller (third spectrum from top). In view of the structural differences of the two
surfaces (see Fig.2) we assign the surface state to emission from the vanadium atoms of the
vanadyl groups. As shown by Sawatzky and Post the binding energy of the V2p levels increases
with increasing oxidation state [3]. Therefore the higher binding energy of the surface states
may be viewed as an indication that the oxidation state of the surface vanadium atoms is higher
than that of the bulk vanadium atoms which is also indicated by a comparison with the spec-
trum of V,05(001) (bottom). This result is not unreasonable since the vanadium atoms of the
vanadyl groups have two bonds to the oxygen atoms of the vanadyl groups and three bonds to
the underlying oxygen atoms which means that their formal oxidation state is 5+. Some hints
on the origin of the other features in the V2p and Ols spectra of V,03(0001) may be found in
reference [4].

Surface sensitive valence band spectra of the two different surfaces are compared in Fig. 4. The
vanadyl terminated surface is characterized by a peak at about 5 eV binding energy which shows
up at nearly all detection angles. Another characteristic is the smaller intensity of the V3d levels
which is due to the higher oxidation state of the vanadium atoms of the vanadyl groups. The
higher binding energy of the O2p+V3d levels for the case of the vanadyl terminated surface is
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Figure 3: XPS spectra of the V2p and Ols core lev-
els of V,03(0001)/W(110) in comparison with a spec-
trum of the V,05(0001) surface. The spectra of the
V,03(0001) surface have been fitted by asymmetrically
broadened products of Gaussians and Lorentzians. A
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spectra.
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Figure 4: Valence band photoelectron spectra
of vanadyl terminated and vanadium terminated
V,03(0001)/W(110) recorded at different electron
emission angles.
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also due to the higher oxidation state of the vanadium atoms as revealed by a comparison with
calculated densities of states of different vanadium oxides [5].

Interaction with oxygen transforms the vanadium terminated surface into the vanadyl termi-
nated one as demonstrated by the spectra displayed in Fig. 5. At T=80 K exposure to O leads
to immediate reduction of the V3d intensity, indicating an increase of the oxidation state of
the surface vanadium atoms. After annealing at 610 K the spectrum of the vanadyl terminated
surface is recovered. Below this temperature the oxygen on the surface is in a somewhat dif-
ferent electronic/geometric state. Comparison with results obtained previously for Cr,03(0001)
suggests that this species may be negatively charged molecular oxygen [6].
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Silicon carbide (SiC) has received significant attention in recent years due
to its properties which make it suitable for applications in high temperature,
high voltage, high power, and high frequency devices and sensors. It is a wide
bandgap IV-IV compound semiconductor with high thermal conductivity which
is supposed to replace silicon in metal-oxide-semiconductor field-effect transistors
for special applications where high temperatures, voltages or frequencys are in-
volved or in chemically harsh environments. Unfortunately, the properties of the
SiC/SiO interface are not as convenient as these of the Si/SiO, interface. The
inertness of the material to chemical reactions makes it difficult to achieve high
quality ohmic and Schottky contacts or high quality SiC/SiOs interfaces for MOS
device applications. For this reason, the interest in improving the quality of the
interface between SiC and its native oxide has been growing constantly in the
recent years.

In this project we use the method of angle-scanned x-ray photoelectron diffrac-
tion (XPD) to investigate the interface between SiO, and 4H-SiC(0001). XPD
is a surface sensitive technique, which is, because of its susceptibility to short
range order, ideally suited to investigate interfaces between crystalline materials
and thin amourphous films (see for example [1]). In XPD measurements angle-
resolved XPS-spectra are recorded over the full half sphere above the sample.
The individual spectra can be decomposed into their chemically shifted compo-
nents if the experimental energy-resolution is sufficient. In this way, intensity
distributions can be obtained, which contain information on the local atomic en-
vironments of the different emitters. Simulation calculations are required in order
to extract structural information from these intensity distribution patterns.

In this work, 4H-SiC(0001) samples were thermally oxidized in-situ. The
oxidation started at the clean silicon-terminated v/3 x v/3R30° surface. During
the oxidation process, the sample was held at a temperature of about 800°C
for about 10 minutes at an O, pressure of about 1 x 10~ mbar. This procedure
resulted in a thin SiOs film covering the surface. An XPS spectrum of this sample,
recorded at normal emission (Si2p, hv = 179eV) at the U41-PGM beamline, is
shown in Fig. 1. It can be decomposed into three components: a SiC bulk
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Figure 1: Si2p spectrum of the oxidized 4H-SiC(0001) sample recorded at a pho-
ton energy of hv = 179eV

component, a SiOy component shifted by about 2.3 eV to higher binding energy
and a third component, termed Sit, shifted by about 0.5 eV to higher binding
energy. Similar spectra have also been observed by other authors (e. g. [2], [3]).
This third component is supposed to result from emitting atoms located in the
interface region. The analysis of the whole photoelectron diffraction data-set will
give more detailed information about the origin of these species and shall show,
if their bonding configuration is similar to that of the top silicon atoms in an
ordered silicate adlayer reconstruction, which has been found by Sieber et. al. [4]
some years ago.

This Work was supported by the Deutsche Forschungsgemeinschaft (No. We
1649/3). We wish to thank the BESSY team, especially Ch. Jung, for the kind

support during the measurements.
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In-situ high-resolution XPS Study of NO adsorption on Pt(111)

J.F. Zhu, M. Kinne, T. Fuhrmann, B. Trankenschuh, R. Denecke, H.-P. Steinriick
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The adsorption of NO on Pt(111) has received significant attention during the past years, due
to its importance in many technical processes, e.g., the performance of automotive catalytic
converters. However, there are a number of inconsistencies between the results achieved by
the different methods, in particular concerning the number and the occupation of different
adsorption sites (see, for example, Ref. [1-3]). High-resolution X-ray photoelectron
spectroscopy (HRXPS), particularly combined with high energy resolution and high photon
flux third generation synchrotron radiation sources, is a rather unique and competitive method
to monitor the adsorption kinetics due to the facts that it can not only qualitatively identify the
surface species and their adsorption sites but also quantitatively determine their individual
coverages. The aim of this work is to gain further insight in the NO adsorption on Pt(111)
concerning structure, adsorption site occupation and saturation coverage by HRXPS in
combination with molecular beam methods, LEED and TPD. Through the measurements
performed at BESSY Il beamlines U49/1-SGM in December 2001 and U49/2-PGM2 in May
2002, a real time in-situ observation of the coverage-dependent site occupations has been
achieved by measuring O 1s, N 1s, and Pt 4f core levels in a few seconds. In addition, the site
occupation during desorption has been determined from temperature-programmed XPS
(TPXPS). All experiments were carried out in a transportable UHV system specially designed
for HRXPS at synchrotron sources, which has been described in detail elsewhere [4].

Figure 1 presents sets of O 1s and N 1s spectra recorded during NO uptake on Pt(111) at
110 K. Only molecular adsorption occurs under these conditions as is evidenced by the
absence of peaks due to atomic O and N, which have binding energies of 529.9 and 397.7 eV,
respectively, as observed in separate experiments. For low NO exposures (< 0.7 L) only one
peak at a binding energy of 530.3 eV, which is assigned to NO adsorption on three-fold fcc
hollow sites, is observed in the O 1s region [5]. With increasing exposure a second peak due
to NO adsorbed on on-top sites appears at 532.0 eV and gradually grows in intensity. Upon
further increasing the NO
exposure, a third O 1s Ols ., tesna
component, located at
530.6 eV, develops on the
expense of the 530.3 eV
feature. This peak can be
assigned to fcc- and hcp-
hollow sites being both
occupied in one unit cell
due to the similar
environments for the NO
species in fcc- and hcp-
hollow sites. After ~2.6 L
NO exposure the surface is
saturated. In contrast to the

O 1s spectra, the shape of 536 534 532 530 528404 402 400 398
the N 1s spectra shows no Binding Energy [eV]

significant changes with

: Fig. 1: 0O 1sand N 1s spectra (raw data after background subtraction) measured during NO
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asymmetric peak at 400.4 500 eV for O 1sand N 1s spectra, respectively.
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eV can be seen during NO uptake; this behavior indicates that the N 1s binding energy is not
sensitive to different adsorption sites and was already observed by Kiskinova et al. using low-
resolution XPS [6].

For quantitative analysis, the O 1s spectra can be decomposed into three components. The
saturation coverage at different temperatures has been calculated by comparison of the O 1s
intensity to that for an ordered c(4x2)-CO layer on Pt(111) with a coverage of 0.5 ML [5].
The saturation coverage below 150 K is around 0.77 ML, between 225 and 300 K, it is
approximately 0.57 ML. With the help of LEED observations, which show a very clear (2x2)
LEED pattern above 0.7 L until saturation at 110 K and also at saturation coverage at 250 K,
we are able to confirm the structure model proposed by Matsumoto et al. [1,2] through the
intensity changes in the O 1s and Pt 4f spectra as a function of NO coverage and substrate
temperature. In the unit cell of (2x2)-NO at 0.25 ML, NO only absorbs on threefold fcc-
hollow sites. The (2x2)-2NO structure at 0.5 ML contains one on-top NO molecule and one
fcc-hollow NO molecule per unit cell. Finally, for the (2x2)-3NO structure one on-top NO
and two hollow (fcc+hcp) NO species make up the unit cell. An alternative model for the
(2x2)-3NO structure proposed by Metka et al. [3] can definitely be ruled out by our
measurements. The small deviations of the calculated saturation coverages from the nominal
coverages of the (2x2) unit cell can be explained by photoelectron diffraction effects.

We have also investigated the evolution of the adsorbate layer by measuring the O 1s, N
1s, and Pt 4f spectra in situ while a linear temperature ramp of 0.2 K/s was applied to the
Pt(111) sample saturated with NO at 110 K. It demonstrates that no dissociation is taking
place upon heating of the NO layer. The decrease of the O 1s intensity of the fcc+hcp-hollow
site related peak at 530.6 eV and the increase of the exclusively fcc-hollow peak at 530.3 eV
above 150 K suggests that the weakly bonded hcp-hollow NO species starts to desorb,
consistent with TPD results [7]. At ~220 K, the O 1s peak at 530.6 eV disappears indicating
that the hcp-hollow NO species has completely desorbed. In the temperature range from 220
K to 275 K the (2x2)-2NO structure exists on the surface and no desorption occurs, the
intensities of all components stay nearly constant. Starting at 275 K, the O 1s peak at 532.0
eV begins to decrease, indicating the desorption of on-top NO. Upon further heating to 320 K
this desorption continues and the O 1s spectra show that the fcc-hollow NO species also starts
to desorb. Above 325 K the on-top NO species is completely desorbed from the surface.
Finally, above 375 K, NO is completely removed from the surface. The TPXPS results
coincide with TPD results very well [7].

In order to further explore the surface chemistry of NO on Pt(111), coadsorption of NO
with oxygen has been studied. A detailed quantitative analysis of these data is still in
progress. The pre-adsorbed (2x2)-O occupies three-fold fcc hollow sites [8] and blocks the
NO adsorption on these sites. As a consequence, NO initially populates on-top sites, which is
the only species at 250 K. For higher coverages at 110 K, NO can sequentially adsorb at hcp
hollow sites, thereby inducing a shift of the O 1s binding energy of atomic oxygen towards
lower energies by about 0.3 eV. Furthermore, the bond strength of the hcp hollow NO species
to the substrate is weakened by the presence of atomic oxygen. The total saturation coverage
of NO on (2x2)-O/Pt(111) is smaller compared to the clean Pt surface, while the initial
sticking coefficient of NO remains the same.

This work is supported by DFG through Ste 620/4-1.
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In-situ XPS study of the coadsorption of CO and D,O on a Pt(111) surface

M. Kinne, T. Fuhrmann, J. F. Zhu, B. Trankenschuh, R. Denecke, H.-P. Steinriick
Physikalische Chemie Il, Universitat Erlangen-Nurnberg

Core level photoelectron spectroscopy utilising synchrotron radiation from third generation sources
has been proven to be a powerful method to examine the kinetic behavior of small molecules on
surfaces in a time-resolved and adsorption site specific manner. Recently, the ad- and desorption
kinetics of CO on Pt(111)! and the kinetics of the catalytic oxidation reaction of CO on this surface?
were subject to measurements performed at BESSY Il undulator beamlines. In order to complete our
understanding of the properties of CO on the Pt(111) surface and the interaction with other molecules,
the coadsorption with water (D,0O) has been studied in this project. Technologically, this system is of
particular interest because in real Pt catalysts for CO oxidation water is likely to act as a contaminant;
relevance for basic research stems from the possible comparison of the UHV experiments with CO

adsorption processes in electrochemical cells.

The transportable UHV setup used has been
described in more detail elsewhere'?; its main
parts are an electron energy analyser (Omicron
EA125 HR) and a three-stage supersonic
molecular beam device, which has been used for
CO dosing. Besides that, a capillary array doser
connected to the system allows for D,O dosing.
For temperature programmed XPS (TPXPS)
measurements, a linear temperature ramp can be
applied to the sample by a programmable
temperature controller. Synchrotron light from the
beamlines U49/2-PGM1 and U49/2-PGM2 with
an energy of 380 eV for the C1s region and 650
eV for the O1s region has been used. Collection
times used in this project were 6 s/spectrum for the
C1s region and 11 s/spectrum for the O1s region.
Water adsorbs on Pt(111) in multilayers at
temperatures below 140 K; TPD shows two
distinct peaks, which can be related to multilayer
desorption at 150 K and desorption of a bilayer (1
BL consists of 0.66 D,O molecules per surface
atom) at ~170 K**°. In our experiments a bilayer of
water was prepared by dosing D,O at a
temperature of 152 K until equilibrium is reached,
and subsequently cooling down to 125 K.

O1s XP spectra during uptake of D,O on clean
Pt(111) at 110 K show two main features: at low
coverages a peak at a binding energy (BE) of
532.2 eV appears, which for higher coverages
saturates in intensity, while another feature at
532.9 eV begins to grow (Fig. 1a). Subsequent
heating with a linear temperature ramp of 0.1 K/s
causes the high binding energy peak to decrease (T
~ 149 K); the low BE peak also looses intensity at
a temperature of about 165 K. From this result and
by comparison with TPD? (taking different heating

(a) 532.9eV

— uptake

Count Rate [a.u.]

— D, 0 Bilayer
—— CO uptake

Count Rate [a.u.]
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Figure 1: O1s spectra measured at hv = 650 eV.
(a) D,O uptake (1. 50°° mbar, 125 K, time between
spectra:60s) and TPXPS (125 - 200 K, 0.1 K/s);
(b) CO uptake on D,O bilayer (125 K, 510 mbar,
time between spectra: 30s) and TPXPS (125 - 200
K, 0.1 K/s).



rates and different coverages into account, which can influence desorption temperatures), the low BE
peak is identified with the water bilayer and the other one with the multilayer. Note that during
desorption the multilayer peak shifts by about 300 meV towards higher binding energies; the reason
for this behaviour is presently unclear. Fitting symmetric line profiles to the spectra allows for a
guantitative determination of coverages (not shown here), which are calibrated with respect to the
saturated bilayer peak. In accord with literature, no decomposition of D,O is encountered; a small
feature at Eg = 530.3 eV, which can be associated with OD is due to beam damage caused by
prolonged X-ray irradiation.
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which are shown in Fig. 2. As for pure CO 0
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top) but with the difference that in the presence
of D,0 the order of occupation is permuted: now
bridge sites are occupied first and later on-top
sites. This effect has been described
qualitatively in literature®. TPXPS following the
adsorption leads to a change in relative intensities; the temperature where this change occurs coincides
with the desorption temperature of D,O. Quantitative analysis shows that the total coverage of CO
stays constant during TPXPS (the coverage in this case was 0.3 ML) proofing that no reaction occurs,
in agreement with literature’. Our experiments show that the process of site exchange also takes place
if the dosing order is reversed: Postdosing of D,O on a surface precovered with ~0.3 ML of CO leads
to an increase in bridge site occupation at constant total coverage. Concerning the kinetics of the CO
adsorption process we finally compared the initial sticking coefficient Sy (calculated from the slope of
the coverage vs. time curve) for the case of a clean and a D,0O precovered (1 BL D,0) sample at 125
K. As a result we found a reduction of S, by a factor of approx. 10 by the presence of D,0O; an effect,
which qualitatively agrees with the results reported by Léfgren et al.®.

Figure 2: C1s spectra obtained at hv = 380 eV.
Lower part: CO uptake on 1BL D,0O / Pt(111) (125 K,
510 mbar). Upper part: TPXPS (0.1 K/s) after
uptake (red / blue: low / high intensity)
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XAS measurements on vanadium based compounds at the BAMIine
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I ntroduction

The BAM together with the PTB operates a hard X-ray beamline a a 7T wave length shifter. The
beamlineisequipped with a Si(111) or Si(311) double crystal monochromator for the energy selection
and aW/Si multilayer monochromator for the elimination of higher harmonics. Together with the ACA
asetup wasinstalled to do XAS spectroscopy measurementsin transmission aswell asin fluorescence
mode.

A first series of measurements was taken & the VK-edge (Ex= 5.465 keV) on vanadium containing
compounds in order to demonstrate the suitability of the BAMIine and its components for XAS
Spectroscopy.

Experimental

Homemade ionisation chambers were used as detectors within the transmi ssion measurements. For the
fluorescence measurementsacommercial Si/Li detector cameinto operation. The controlling software
was developed by the PTB for the transmission measurements and by the BAM for the fluorescence
measurements respectively. The samples was adjusted by a special positioning unit.

We used well known compounds such as vanadium metal foil, several vanadium oxides for
comparative reasons as well as rea catalysts. These catalysts basing on (VO),P,0; are used for the
selective oxidation of butane. They were prepared by two different means (organic preparation:

reduction agent isobutanol versus inorganic preparation: reduction agent HCI). These samples were
measured in transmission mode. Additionally, a highly diluted vanadium oxide (1.8%) catalyst ona
SiO, support was studied in fluorescence mode. The vanadium fluorescence signal was normalized

against the silicon fluorescence signal instead of the signal from thefirst ionisation chamber because of
different integration times.

Results

The XAS measurement of a vanadium metal foil compares well to a similar measurement taken at
Hasylab E4 beamline with respect to signal/noise ratio and energy resol ution as can be seen fromfig. 1.

V metal foil; Hasylab E4

V metal foil, BAMline

0.5

Norm. absorption [a.u.]

Photon energy [keV]

Fig.1 Comparison of XAS measurements on vanadium metal foil taken on BAMline or Hasylab E4



To further study apotential influence of higher harmonicsafit of thefirst four shellswascarried out in
g-space, that very well reproduced the bee vanadium structure (fig. 2). Therefore we conclude, that a
negative impact of higher harmonicsis not existent.
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Fig.2 Fit of the XAS datawith thefirst four shells of the bec structure model of vanadium metal

An examplefor theinvestigation of areal catalyst isshown infig. 3. From that pi cture can be seen, that
the pre-edge peak of an organically prepared (VO),P,0; (red curve) is split and that the edge is shifted
towards higher energies. This leads to the assumption, that a second phase is present within this
catalyst, with a vanadium valence state of +5 and the vanadium atom being co-ordinated by a water
molecule. A model substance for such a phase is VOPO, x 2 H,0. In the insert of fig. 3 it is shown,
that a linear combination of about 2/3 (VO),P,0; and 1/3 VOPO, x 2 H,O fits very well to the
observed X ANES spectrum.
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Fig.3 Fit of the XAS datawith thefirst four shells of the bec structure model of vanadium metal

In order to demonstrate the suitability of the BAMIlinefor XAS measurementsin fluorescence mode, a
diluted 1.8% VO,/SiO, catalyst was investigated. The X ANES spectrum of this catalyst compares very



well to that of a (bulk) vanadium oxide (81% V", 19% V') that was measured in transmission mode
(seefig. 4).
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Fig.4 Comparison of aVO,/SiO, fluorescence spectrum and that of aV(1V, V) oxide

Acknowledgements
The authors gratefully acknowledge the financial assistance of the Senatsverwaltung fir Wissenschaft,
Forschung und Kultur and from the BMBF (03C3013).



Quantitative determination of the adsorption structure of carbonate on
Ag(110)
M. Kittel, D.I. Sayago, J.T. Hoeft, M. Polcik,
Fritz-Haber-Institut der Max-Planck-Gesellschaft, Berlin, Germany

R.L.Toomes, D.P.Woodruff
Physics Department, University of Warwick, UK

M. Pascal, C.L.A. Lamont,
University of Huddersfield, UK

Although reaction intermediates at surfaces are potentially of great importance in
understanding specific processes in heterogeneous catalysis, there have been very few
quantitative structural studies of such species, notable exceptions including studies of the
formate (HCOO-), acetate (CH;COO-), methoxy (CH30-) and ethylidyne (CH3C-) species
[1]. Here we present the results of a study of the surface carbonate species, COs, on Ag(110)
by means of scanned-energy mode photoelectron diffraction (PhD). The carbonate species

seems to have been first
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Fig. 1 Experimental (full) and theoretical (dotted ) PhD modulation curves

for the best-fit model oxidation of ethylene to

catalysts in the partial

ethylene oxide. The
adsorption geometry of CO3; on Ag(110) has been studied by several methods but there is still
controversy about it.
The experiments were conducted taking the incident radiation from the UE56/2-PGM-2
beamline of BESSY II using a 56 mm period undulator, followed by a plane grating
monochromator. The resulting C Is PhD modulation curves are shown in Fig. 1. The

corresponding structural model is shown in Fig. 2.
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Fig 2. Structural model of CO3 adsorption on Ag(110)

The carbonate species is essentially planar and adsorbs almost parallel to the surface in an off-
atop site relative to an outermost layer Ag atom, at a C-Ag layer spacing of 2.64+0.09 A, with
a well-defined azimuthal orientation. This geometry is best understood in terms of the added-
row model proposed by Guo and Madix [3] in which additional Ag atoms lie adjacent to the
carbonate, such that bonding can occur through at least one of the oxygen atoms. The distance
between this oxygen and its nearest neighbour Ag adatom is 1.90+0.42A. The C-O distances
are in the range 1.26-1.30 A. While the symmetry of the carbonate in the optimum structure is

reduced, the D3, symmetry of the isolated species lies within the limits of precision.
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Structural investigation of glycine on Cu(100)
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There is growing interest in the interaction of chiral molecules with surfaces, especially
because of the great potential importance of new enantiomer-specific heterogeneous catalytic

processes. One important group of chiral
molecules are the amino acids, NH,HRC*OOH,
where R is a side chain and the asterisk denotes
the atom which defines the chiral centre. In the
simplest amino acid, glycine, R is simply a
hydrogen atom, so the presence of two H atoms

bonded to the atom means that the free molecule

is not truly chiral. One question which has  Fig 1 Homochiral structure of glycine on

Cu(100) proposed in [1]
5+4° 9227
recently been debated, however, is
g whether  the individual ordered
2.04:0.02A 2.02:0024 . )
structural domains of glycinate on the
1.80+0.094 1.79:006&  gurface contain both enantiomers (i.e.
M the domains are heterochiral), or
Fig. 2 Structural model for glycine on Cu(100) whether the individual domains may be

of a single enantiomer (i.e. are
homochiral as indicated in Fig. 1). In this contribution we applied photoelectron diffraction in
scanned-energy mode (PhD) to study the structure of glycinate adsorbed on Cu(100).
The experiments were performed in a purpose-built UHV system installed on the high-energy
toroidal grating monochromator beamline (HE-TGM 1) at the BESSY I synchrotron radiation
facility in Berlin. The glycine powder was contained in a glass tube which could be heated
via a surrounding copper coil and its temperature was measured by a thermocouple attached
to a wire mesh within the tube. The doser was held within a small, separately pumped

armature separated from the upper chamber by a gate valve. During dosing the glycine was



heated to about 390 K and the Cu(100) crystal, at room temperature, was positioned facing
the open gate valve to the doser.

The best agreement between the experimental and simulated data has been achieved for a
structural model shown in Fig. 2 in which both O and N atoms adopt near-atop positions. The
N 1s PhD modulation curves are presented in Fig. 3. Combining our results with the LEED
observations which show the (2x4)-glide plane structure, we believe that hydrogen bonded
chains of molecules are formed in heterochiral domains, although it is possible that

homochiral domains of ¢(2x4) symmetry co-exist with the heterochiral domains.

N 1s data: ghycinate/Cu(100)
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Fig 3. N 1s PhD modulation curves — experimental (full) and
best fit simulated curves (dashed).
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Structure of methanethiolate on unreconstructed Cu(111)
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Quantitative structural information on the local registry of adsorbed thiols is rather sparse,

despite the considerable interest in the self-assembled monolayers formed by alkane thiols on

many surfaces. In the case of Cu(111), high-resolution soft X-ray photoelectron spectroscopy

(SXPS) of the sulphur 2p core levels [1] revealed two states of the adsorbed methanethiolate

species with different photoelectron binding energies. One of the states was dominant at low

temperature (<173 K) and was attributed to adsorption on unreconstructed areas of the

o\ -0
cjfo
Vool 1N
o ©

Fig.1.Structural model proposed in the earlier
STM study [3 ]for the metastable honeycomb
phase,identifed with the LT thiolate of the present
study,which was observed in the middle

of the Cu(1 1 1) terraces while dosing dimethyl
disulphide at RT.

Cu(111) surface. As the temperature was
raised this thiolate state was replaced by a
second  state  associated  with a
reconstruction. These two species were
referred to as the low temperature and room
temperature (LT and RT) thiolates. An
investigation of the adsorption geometries of
the two thiolate states was carried out using
chemical shift NIXSW (CS-NISXW) in
which the ‘chemical shifts’ of the S 1s
photoelectron binding energies were used to

separate the NIXSW from the two species

[2]. For the LT thiolate the results were somewhat inconclusive; they could be suggested that

additional occupation of mixed hollow sites in the interstices between the hexagons (or even

atop sites in the centres of the hexagons) might occur, although these were not imaged in the

STM, see Fig. 1. In this paper we report a quantitative determination of the adsorption

geometry of methanethiolate on unreconstructed Cu(111) (i.e. the LT thiolate)using energy-

scanned photoelectron diffraction (PhD)with chemical-state resolution.

The experiments were performed in a purpose-built UHV system installed on the undulator

beamline U49-1 at the BESSY II synchrotron radiation facility in Berlin. The clean surface



was exposed to dimethyl disulphide (CH3S), at 135K to form adsorbed methanethiolate by S-

S bond scission.

The best agreement between the experimental and simulated photoelectron diffraction
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Fig. 2 Best agreement between the experimental (dotted) and
simulated (full lines) PhD spectra

modulation curves is shown in
Fig. 2. In the overlayer which
we prepared there was 71(+ 14
—16) % occupation of the bridge
sites, 29+14% occupation of the
fcc hollow sites and 0 + 19%
occupation of the hcp hollow
sites. ~ The  methanethiolate
adsorbed in the bridge site has a
layer spacing of the sulphur
atom to the outermost substrate
layer of 1.87+ 0.03A giving a
Cu-S bondlength of 2.27+
0.03A. The methanethiolate
adsorbed in the fcc hollow site
has a layer spacing of the
sulphur atom to the outermost

substrate layer of 1.73+ 0.04A,

corresponding to the same Cu —S bondlength of 2.27+ 0.04 A. The S—C bondlength was found

to be 1.92+ 0.10A, which is somewhat longer than the gas phase value. The S—C bond axis of

the bridge-bound thiolate is tilted strongly away from the surface normal and the data suggest

it is preferentially tilted by 45 £12° to the surface normal in the azimuth directed towards the

fce hollow site.
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Study of activated adsorption of methane on Ni(111) using in situ high resolution XPS
and molecular beam techniques
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Ni is used as an industrial catalyst for methane steam reforming. Using molecular beam
techniques, dissociative adsorption of methane, which should be an important step in this
reaction, can be studied under UHV conditions. By heating the nozzle and seeding CH, into
He, both the kinetic energy and the vibrational state of the molecules can be varied.
Combining a supersonic molecular beam set-up with high resolution photoelectron
spectroscopy using synchrotron radiation as an excitation source, we are able to observe the
influence of these parameters on the adsorption process in situ. C1s XP-spectra are recorded
in a time-resolved manner with an acquisition time of about 6 s. We are also able to perform
TPXPS experiments by heating the sample while measuring XP-spectra. Observing the
thermal evolution of the adsorbate allows to monitor temperature induced reactions and to
identify intermediate species. In order to help identifying adsorbed species, separate
experiments with other hydrocarbons, e.g. C,H,, were performed.

The complete apparatus
used has been described
elsewhere.l” While the CH,
beam was impinging on the
surface, Cls spectra using
an excitation energy of 380
eV and choosing a com-
bined resolution of about
200 meV have been re-
corded. A seeded beam of 5

Cinmis [a.u)

% CH, in Helium with a - 15 - e - .
nozzle  temperature  of Binding enerny [e¥]

700°C was used, impinging ] ]

on Ni(111) with normal Fig. 1: Typical set of C1s uptake spectra, Tnoz1e=700°C,

0 i L= =
incidence. The surface tem- 5% CHa In He, Bqr=0,58 eV, Teampie=110 K.

perature of the sample was
110 K.

A typical adsorption experiment, called uptake is shown in Fig 1. Deconvoluting the spectra
into separate components shows the major peak at a binding energy of 283.53 eV. Two
smaller peaks at 283.87 and 284.21 eV are also observed. Since they show the same rate of
intensity increase as the main peak and since all three peaks exhibit constant binding energy
differences of approximately 340 meV, they can be assigned to the vibrational progression
caused by excitation of the C-H stretching mode. To confirm this assumption, comparable
adsorption experiments using CD, were performed, leading to a similar shape of the spectra,
but with a smaller peak separation between the adiabatic main peak and the peaks caused by
excitation of higher vibrational levels. This is consistent with the mass increase. Varying the



molecular beam parameters, such as the kinetic energy or the degree on internal excitation of
the methane molecules, always leads to the same surface species, identified as CH; or CDs3,
respectively. The small peak, growing at 282.6 eV is caused by synchrotron radiation damage.

Concerning the thermal evolution of the adsorbed CHs, it is known from literature %! that in a
first step CH is formed, followed by a C-C coupling process yielding C,H; at around 250 K.
For higher coverages CgHg formation is also observed. Results of a TPXPS experiment
monitoring these surface reactions between 110 and 440 K are shown as a density plot in Fig.
2. The first intermediate, giving rise to the peak at around 282.6 eV for a temperature of about
210 K is assigned to CH, in agreement with literature.””! The possibility to populate this
species also by radiation damage confirms this assignment. The presence of C,H, at
temperatures above 250 K is indicated by the peak at 283.3 eV. This peak position was
confirmed by separate C,H, adsorption experiments. A quantitative analysis of the data using
peak fitting is in progress.

440 K

TIK]

=

.

LN
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Binding energy [eV]

Fig. 2: TPXPS density plot of CH3/Ni(111) for the C 1s region,
heating rate 0.4 Ks™. Blue=high intensity, red=low intensity.
Spectrum for 440 K shown on top.
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Adsorption geometry and electronic structure of simple molecules adsorbed on
the chiral Pt{531} surface

S. J. Pratt, E.A. Hawkins, G. Held
University of Cambridge, Department of Chemistry, Lensfield Rd Cambridge CB2 IEW, UK

Asymmetry or stereochemical specificity permeates throughout nature since different enantiomers
of chiral molecules often exhibit drastically different reactivity in living matter. Thus the
manufacture of single enantiomer products is essential in drug design, and new technologies for
enantioselective catalysis are currently sought. The further development of heterogeneous methods
by introducing enantioselective catalyst surface geometries would, to this end, harness the distinct
advantages of heterogeneous processes over the homogeneous methods predominantly in use [1].
One of the principal strategies for enantioselective heterogeneous catalysis is to use a chiral
substrate to ‘stereodirect’ a surface reaction. Certain high Miller-index surfaces of symmetric bulk
crystal structures are intrinsically chiral because they have no mirror planes. There are some
examples in the literature of enantioselective reactions on such surfaces of Pt and Cu [2,3.,4,5].
However, it is rather difficult to discriminate between enantiomers with most conventional Surface
Science techniques because they probe only scalar quantities (e.g. mass, vibrational frequency,
electronic binding energy). Only crystallographic methods and polarisation-dependent optical
methods are able to discriminate directly between enantiomers.

This preliminary study of CO on Pt{531} is the first of a series, eventually aiming for the
observation of enantioselective surface reactions of chiral molecules on this surface. We have
chosen Pt{531} because it has the smallest surface unit cell of all chiral Pt surfaces for which
enatioselective reactions have been reported, allowing a theoretical treatment with DFT methods
alongside the experiments [6].

The experiments were performed at the beamline UE52-PGM (CRG) at BESSY II using a Scienta
200 mm electron energy analyser with pass energies of 75e¢V and 20eV. Circularly polarised light
was not available at the beamline when these experiments were performed, however, the orientation
of the linear polarisation vector, E, could be switched from horizontal to vertical with respect to the
ring plane; for most experiments horizontal polarisation was used at photon energies between
162eV (for valence and Pt 4f levels) and 400eV (for C 1s). The polar angle of incidence with
respect to the surface normal was 15° and the emission angle 40°. We were able to optimise the
overall energy resolution of beamline and electron energy analyser to 40 — 50 meV (for photon
energy 162eV, measured at the Fermi edge). With this resolution it is now possible to observe
temperature effects at the Fermi level and vibrational excitations at this beamline. The binding
energies of all spectra were calibrated with corresponding measurements at the Fermi energy for
the same photon energy and pass energy. The intensities were normalized with respect to the
background at the low binding energy side of each spectrum.

The base pressure of the uhv system was 2x10"'° mbar. CO was dosed by backfilling the chamber to
a pressure of 3x10” mbar at either 100K or 430K. All PES measurements were carried out at a
sample temperature of 100K.

The first set of data, depicted in Figure 1, shows the Pt 4f lines for clean Pt{531} (black curve) and
the same surface saturated with CO at 430 K (red curve). It is surprising that no peak showing a
surface core level shift (SCLS) is resolved in the clean surface spectrum, independent of the
emission angle. Instead the 4f doublet consists of two rather narrow lines at the bulk binding
energies (BE = 71.0 eV, FWHM = 0.8 eV for 4f;;,). This is in contrast to the spectra of Pt{111}.
There a distinct difference of -0.3 eV in BE between the 4f;, signals arising from surface atoms



and those from bulk was observed [7,8]. It is commonly assumed that the SCLS increases with
surface energy and should therefore be larger for the highly corrugated {531} than for the close
packed {111} surface [9].
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Figure 1: left: C 1s spectrum for CO adsorbed at 430K, right: Pt 4f spectra from the clean Pt{531}
surface (black) and the CO covered surface (red).

After CO adsorption at 430 K, a shoulder appears in the Pt 4f;, spectrum at 71.6eV. A similar
feature at 71.4 eV has been attributed to surface Pt atoms involved in CO adsorption on a bridge
site based on earlier LEED and PhD work [7,8]. The BE of the C 1s peak (286.2 eV), also shown in
figure 1, is consistent with this site assignment; a very similar BE of 286.1 eV has been assigned to
bridge adsorption on Pt{111} (BE 286.1) [7,8]. Further support for this site assignment comes from
recent DFT calculations carried out in our group, which have identified one of the two available
bridge sites on this surface as the preferred adsorption site for CO [6].
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Figure 2: left: Series of C 1s spectra for CO adsorbed at 100K (exposure 0 — 2L); right: Pt 4f spectra
from the clean Pt{531} surface (black) and the CO covered surface (red).

After adsorption at 100 K (see figure 2), two additional features appear in the C 1s spectra at BE
286.5 and 285.8 ¢V in addition to the dominant peak at 286.3 eV. These features indicate that CO
adsorbs at two further sites, which are most probably a second bridge site and a hollow site,
respectively, according to the rule that the BE decreases for increasing coordination of CO.



By changing the linear polarisation of the synchrotron radiation from p (horizontal) to s (vertical),
dramatic changes are observed in the valence band region for CO adsorbed at 430K (see figure 3).
We assign the pronounced features observed with p-polarised light at 11.4eV and 8.9¢V to the 4c
and 50 molecular states of adsorbed CO, respectively. The 46 peak is almost entirely attenuated
when s polarised light is used which indicates that the molecule is adsorbed in a very near-upright
geometry. With the support of valence band spectra calculated for CO adsorbed in the most
favourable bridge site, we conclude that half of the 1z-related states are forming part of the signal
at 8.9¢V, overlapping with the 5o state. The orthogonal 1z states give rise to the pronounced signal
at 7.8eV, observed with s-polarised light. This polarisation dependence and splitting of the 1=n
levels is typical for upright CO adsorption in bridge positions and, therefore, supports again, the
site assignment made before. The valence electronic structure is currently the subject of a detailed
theoretical investigation, carried out in our group [6].
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Figure 3: Valence spectra (162 eV) from Pt{531} predosed with CO at 430 K with p (green) and s (black)
polarised radiation.
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Introduction
We have used in situ X-ray photoelectron spectroscopy (XPS) to investigate the catalytic
oxidation of methanol over a polycrystalline copper foil. There are two main reaction paths for
the oxidation of methanol: a partial oxidation to formaldehyde and a total oxidation, which
would be thermodynamically favored under equilibrium conditions:

(1) CH;OH + 120, — CH,0O + H,O  (partial oxidation) AH = -159 kJ/mol

(2) CH3OH +320,— CO; +2H,0O  (total oxidation) AH =-674 kJ/mol
In situ near-edge X-ray absorption spectroscopy results at the O K-edge revealed that the
formaldehyde yield is correlated to the presence of a suboxide species at the sample surface
that could only be detected under in sifu conditions. [1] The goal of our experiments was to
use in situ XPS [2] to determine the nature of the active species during the catalytic reaction,
and to measure their abundance as a function of reaction conditions. By varying the incident
photon energy we have also performed depth-profiling of the active species at the copper

surface under reaction conditions.

Experimental

A polycrystalline Cu foil was mounted onto a temperature-controlled sample stage in the
experimental cell. The maximum pressure in the cell is ~10 mbar. X-rays are admitted to the
experimental cell trough a 100 nm thick SiNy window. The electrons that are emitted by the
sample or the gas phase enter a differentially pumped electrostatic lens system through a 1
mm diameter aperture. The electrons are focussed onto two additional apertures before being
focussed into the focal plane of a standard electron energy analyzer situated downstream, in
the high vacuum region. The methanol vapor and oxygen flow into the experimental cell were
regulated using calibrated mass flow controllers. The combined methanol and oxygen

pressure in the experimental cell was 0.6 mbar at a methanol-to-oxygen flow ratio of 3:1. The



sample temperature was varied in the range from 25 °C...450 °C. The experiments were

performed at the undulator beam line U49/2-PGM1.

Results

Fig. 1 shows the Ols region of photoemission spectra (hv = 720 eV) taken at 25 °C and
400 °C in the reaction mixture. Since the incident X-ray beam irradiates part of the gas phase
in front of the sample in addition to the sample surface, the spectra in Fig. 1 contain gas phase
peaks alongside the surface peaks. Peaks with a binding energy (BE) higher than 534 eV are
due to gas phase species, those with a BE smaller than 534 eV are due to oxygen species at the
surface.

Both gas phase and surface peaks in the spectra in Fig. 1 show a strong dependence on the
sample temperature. At 25 °C, only gas phase peaks of the two reactants (O, and CH;OH) are
present in the spectrum, indicating that there is no catalytic conversion. The presence of gas
phase peaks of the reaction products (CH,0O, H,O, and CO,) in the spectrum taken at 400 °C
shows that the Cu foil is catalytically active at this temperature.

In the spectra in Fig. 1 we can distinguish three different species at the surface or in the near-
surface region (apart from some residual hydrocarbon-related contamination at 25 °C). At 25

°C the Cu,0 peak (BE 530.4 eV) dominates

the spectrum. Two smaller peaks at 529.9 residual - Cu,0

contam. sub-surface
oxygen

eV and 531.5 eV are also present at room

surface [
oxygen

H,0 (9)
CH,0 (g)
CH;0H (g)

CO,(9)

temperature. These peaks dominate the Ols 0(9)

spectra of the catalytically active Cu surface
400 °C|

at 400 °C, while the oxide peak is not 3

L Xaedd

present, i.e. the surface has now a metallic

character. This is confirmed by the valence

25 °C]

band spectrum taken at 400 °C, which ' ' ' ' T ' T )
540 538 536 534 532 530 528 526
Binding energy (eV)

shows the characteristic spectrum for

metallic copper. Fig. 1: In situ XPS O Is spectra of copper foil in 0.15
mbar O, + 0.45 mbar CH;0H. At 25 °C the sample is

The nature of the peaks at BE 529.9 eV and  oxidic and catalytically inactive. At 400 °C the

) ) . surface is metallic and shows a strong sub-surface
531.5 eV was investigated using depth- oxygen peak. There are also peaks from the gaseous
. . reaction products at 400 °C. The BE scale is
profiling. ~ To this end Ols spectra were referenced to the surface peaks. The BE difference of
the gas phase peaks at 25 °C and 400 °C is due to a

recorded at different incident phOton beam change in the work function of the sample surface.



energies These measurements revealed that the 531.5 eV peak intensity decreased with
increasing mean free path length, whereas the 529.9 eV peak intensity increased with
increasing mean free path length. This implies that the 531.5 eV species is located at the
surface, while the 529.9 eV species is distributed in the sub-surface region. We can rule out
that either of these species is a carbon-oxygen compound, since the Cls region of the
photoemission spectrum does not show surface peaks that correlate to the Ols peaks under
our reaction conditions. The 529.9 eV peak due to sub-surface oxygen was only observed in
in situ measurements.

Fig. 2 shows the dependence of the CH,O yield on the abundance of sub-surface oxygen in the
sample (expressed in terms of its peak area) for different temperatures between 25 °C and 450

°C. There is a clear correlation between the

03k " abundance of sub-surface oxygen and the yield of

D CH,O. Sub-surface oxygen could increase the
3;0'2 B | catalytic activity by inducing stress in the Cu
5 01 lattice, which could lead to an upward shift of the
d-states and thereby to a stronger surface-

orm., L, adsorbate interaction. [3] The role of the sub-

0 40 80 120

sub-surface oxygen peak area (cps-eV/mA) surface oxygen in the catalytic oxidation of
Fig 2: Formaldehyde yield as a function of methanol is subject of further investigations in

subsurface oxygen peak area
4 veenp our laboratory.
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Introduction

Vanadium phosphorous oxides (VPO) are well-known as industrial catalysts for the

selective oxidation of n-butane to maleic anhydride in the reaction

C4H10 + 7/2 O > C4H203 + 4H7O0.
Usual industrial conditions for this reaction are p=1 atm. and T=375-480°C. It is known from
measurements using a variety of different methods that VPO catalysts undergo significant
structural changes during the activation process [1].

X-ray photoelectron spectroscopy (XPS) has been a powerful tool in catalytic research
for decades. [2] This technique was used by numerous authors to investigate the properties of
the VPO surface, in particular the P/V ratio and the vanadium oxidation state at the surface.
[3-6]

Due to the short mean free path of electrons in a gas electron spectroscopies generally
must operate in high vacuum conditions. Traditional XPS is therefore not suited for the
characterization of catalytic surfaces under reaction conditions. To overcome this limitation,
we have developed a new high-pressure electron spectrometer.

Experiment

The in-situ XPS spectrometer is a modified standard XPS spectrometer. The
electrostatic lenes of the spectrometer were combined with a 3-stage differential pumping
system. The pressure in the analyzer was in the 10™® mbar range when the reaction cell
pressure was several mbar. The reaction cell was separated from the synchrotron beamline by
a 100 nm thick SiNy window.

The VPO catalyst was activated ex- situ by heating vanadyl hydrogen phosphate
hemihydrate VOHPO, - 0.5 H,O precursors at 400°C in vacuum. The conversion and the
selectivity of the material were measured at standard conditions (1 bar, 400°C) prior to the
spectroscopic investigations.

The samples were investigated in a constant reactant flow of 0.4 mbar of O, + 1.6
mbar of a He+butane(1.5%) gas mixture (total pressure 2 mbar). The sample temperature was
cycled several times from 250°C (far below the reaction temperature) to 400°C (the reaction
temperature). The goal of the experiment was to detect changes in the surface stoichiometry
between the working and non-working catalyst. Two sets of incident photon energies were



used in the in situ XPS experiments to provide different information depths (about 3 and 7
monolayers).

Results and discussion

XPS spectra of the catalyst showed changes of shape both with temperature and
information depth (Fig. 1). The V oxidation state was estimated by fitting the Ols and V2p3/2
peaks using Gaussian profiles after Shirley background subtraction. Because of the
inhomogenity of the VPO catalyst's surface numerous types of phosphor, vanadium and
carbon oxides can occur. The Ols peak was fitted by four peaks (O;, Oy, Oy, Ory). The Oy
peak was assigned to oxygen bound to vanadium. Thus, only the O; peak area was used in
O/V ratio calculations. The Oy Oy and Opy peaks nature was not clearly identified. The
phosphorous/vanadium and oxygen/vanadium atomic ratios were calculated wusing
photoionisation cross-sections from [7]. The oxygen/vanadium ratio increased at the surface
under reaction conditions. The phosphorous/vanadium ratio decreased with increasing
information depth. This indicates an enrichment of phosphorous at the surface. Additionally,
the P/V ratio decreased with time on stream. This effect is in agreement with the observation
of phosphor depletion in industrial catalysts [1]. The atomic ratios of V, P and O for the
different measurement conditions are summarized in table 1.

Table 1
o/v P/V
T, °C 1 nm depth 3 nm depth 1 nm depth 3 nm depth
250 5.7 5.5 3.2 2.4
400 7.8 6.2 3.1 2.7
250 6.1 5.7 3.1 2.5
400 8.5 6.2 2.8 2.6

The difference in BE between the Ols peak and the V2ps;, peak for different V
oxidation states was used to deconvolute the V2ps;, peak into its \/5+,V4+ and V>
contributions. The BE values for the different V oxidation states are known from XPS
investigations of single-crystal vanadium oxides ([8], [9]). The fitting parameters that were
used can be found in table 2. After peak fitting the BE scale was calibrated to 530 eV for the
O peak position ([9]).

Table 2
Oy On Om Ow Vvr v v
BE relative 0 2.1 1.1 -1.3 -12.9 -14.0 -15.1
OI, eV
FWHM, eV 1.5 1.8 2.2 1.5 1.8 1.8 1.8
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Fig. 1 Changes in
O1s and V2p3/2
XPS peaks with
temperature and

depth (Shirley
background
subtracted, the BE
scale calibrated to
BE(O,)=530eV)

It was found that the oxidation state of the catalyst surface was V*" under reaction
conditions and a mixture of V** and V*" for the non-active material at 250°C. The oxidation
state of deeper layers did not show significant changes and remained V** at both

temperatures.
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Growth of H,O layers on an ultra-thin Al,O; film: from monomeric species to ice
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The molecular-level interaction of water with metal-oxide surfaces has been extensively studied during the last
three decades. This adsorption system is of fundamental importance in fields such as heterogeneous catalysis,
geochemistry, atmospheric chemistry, electrochemistry and corrosion [1]. Though H,O/metal-oxide systems
have been the focus of many investigations, there is only one oxygen-terminated oxide surface, FeO(111), which
has been thoroughly investigated upon H,O adsorption. Ranke and co-workers [2] have found that on the
FeO(111) surface physisorbed H,O monomers and a hydrogen-bonded bilayer with an ice-like structure exist.

In the present work, the adsorption of water on Al,O;/NiAl(110) has been investigated by means of high-
resolution photoelectron spectroscopy (PES) and Auger-electron-yield O K-NEXAFS. The motivation was to
extend the quite limited knowledge of the interaction of water with oxygen-terminated oxide surfaces. In
addition, this study represents new insights into the surface properties of Al,03/NiAl(110) films, which recently
became an important substrate for studying model catalytic reactions.

The experiments were performed on the UE52-PGM undulator beamline of BESSY 2 with a SCIENTA SES-
200 analyser. The water exposures were carried out by background dosing in the preparation chamber of the
UHYV system. All the exposures are quoted in Langmuirs (1 L = 1x10° Torr s).

Complementary TPD measurements of water on the
Al,O3/NiAl(110) surface (performed in Graz) are shown in
Fig. 1 for a series of different water doses at 100 K. The

H,0 TPD 0.04 TPD spectra reveal two desorption events: peak o, which we
B=1K/s attribute to desorption from clusters and ice multilayers, and
a 0 peak B, which is due to the desorption of the weakly bound

S sl H,O monomers on the surface. The change of the work

3 function (¢) of AlL,O3/NiAl(110) as a function of water

061 exposure at 100 K is shown as an insert of Fig. 1. As one

can see a rapid drop of the ¢ (Ap=-0.7 eV) after adsorption

08 of ~1 L H,O is observed, followed by an increase of the ¢

7 4 6 & fo 12 (Ap = +0.2 eV) above 1 L H,O dose. On the basis of our

D L . N
ose UPS measurements in Graz we believe that at low coverages

isolated water monomers exist on the Al,O3/NiAl(110)
surface, which form hydrogen-bonded aggregates at >1 L
H,O dose. A re-orientation of the water dipoles in the
aggregates with the oxygen atoms pointing toward the
vacuum could explain the increase of the ¢. At exposures >6
L the ¢ remains constant indicating the growth of 3D

amorphous ice.
__M_ The O 1s HR-XPS spectra as a function of water

N exposure at 100 K are presented in Fig. 2. The spectrum of

B the clean substrate shows an asymmetric peak centered at

T —T y T T T T 531.3 eV. The tail at the high-binding energy side has been

100 150 200 250 300 observed in previous studies of the Al,O3/NiAl (110) system

Temperature [K] [3] and is most probably due to the O*-surface species.

) ) After 0.3 L water exposure an additional feature appears at

Fig. 1. HO TPD spectra from various H,0 533.7 eV which is due to the presence of molecular water.

exposures adsorbed on AL,OyNidl (110) at 100 No evidence for the existence of OH-groups can be derived

K. The insert shows the change of the work from the spectra. Up to ~1.5 L H,0 dose there is no shift of

function, A@, induced by the adsorbed H,0. the O 1s water component. After 2 L H,O dose this

component is shifted by 0.2 eV to higher binding energy and

after 4 L it shifts further by 0.1 eV. The shift of the water O

Is feature towards high binding energy has been ascribed to final-state screening effects [1]. It is worth noting

that the first shift to higher B. E. occurs at this exposures where the reorganization of the H,O species on the

surface is indicated by A data. Furthermore, the Ols B.E. of 534.0 eV is characteristic of an amorphous ice-like
layer at the surface [4].

N

NwaN=wh oA
[Tt T TS TS

oooe =
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hv=610eV

3-H,0

1- lattice O
2-surfaceO”

Fig. 3. Ols photoelectron
spectra of  the clean and
water-exposed AlL,O3/NiAl
(110) surface at hv=610 eV.
The fitting of the spectra was
performed by using Doniach-
Sunjic line-shapes convoluted
with a major Gausian

contribution as model
functions for the individual
components.

536 534 532 530

Binding energy [eV]

O K-edge NEXAFS spectra were taken for several H,O-exposed Al,O3;/NiAl(110) surfaces in order to
determine the sensitivity of these spectra to water adsorption on this substrate. The observed changes in the O K-
edge structure up to 4 L H,O dose are small. First, there is a broadening of the spectrum after 4 L H,O dose
around 535 eV. A peak at 535 eV in the spectrum of gas phase water corresponds to an O 1s—4a, transition [4].
Other small differences are visible in the energy range of 536-543 eV and also the dip in the intensity around
547 eV is less pronounced in the H,O-exposed spectra. Only after HO dose of 23 L the NEXAFS spectrum
represents all features typical for ice [S]. Our NEXAFS results show that in contrast to the UPS (not shown) and
XPS measurements, which suggest the existence of ice-like aggregates on the surface, NEXAFS spectra cannot
give detailed information for the water layers at doses up to 4 L. Since the Auger-electron-yield NEXAFS

O K-NEXAFS

23L

4L

2L

04L

e

substrate

530 535 540 545 550
Photon energy [eV]
Fig. 3. O K-edge NEXAFS spectra of the
clean and water-exposed Al,O3/NiAl(110)
surfaces taken at glancing incidence and
normal emission geometry.

spectroscopy is more bulk sensitive than the PES, the
contribution of the oxide substrate to the O K-edge of low water
coverages makes the separation of the features in the spectra
difficult.
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Abstract

We investigated the coherent small angle scattering process of a Co/Pt magnetic domain pattern with regard
to energy and polarization variation and its influence on the contrast of the resulting speckle pattern. We
observed polarization dependent interference of the incoming x-ray wave with the scattered signal. An
understanding of this effect is essential for e.g. soft—-x—ray holography on magnetic materials, reconstruction
of magnetic structures in the spatial domain and photon correlation spectroscopy in the time domain. The
energy dependence of the scattering process revealed an influence of the Co L; absorption edge on the
speckle contrast.

Introduction

The resonant scattering of x—rays from synchrotron insertion devices has become an important technique
during the last years. As a third generation synchrotron, BESSY offers highly brilliant soft-x-rays from its
undulator IDs. The high brilliance causes a large coherent photon flux, and it is thus possible to perform
coherent resonant scattering experiments.

Coherent scattering patterns show strong intensity variation due to constructive and destructive interference
of the coherent waves, known as speckle. As a result, the scattering pattern is sensitive to the individual
spatial arrangement of the sample under investigation. Under suitable conditions, the sample real space
structure can be reconstructed from static coherent scattering images by exploiting an oversampling phasing
method [1]. If the individual arrangement of the sample changes with time the speckle pattern does so, too.
This is the basis of photon correlation spectroscopy for investigation of sample dynamics.

For the exploitation of coherent scattering for static or dynamic investigations an understanding of the
scattering image formation is helpful. In this report we summarize the influences of energy variation and
different polarization states on the scattering image formation process for resonant magnetic scattering.

Experimental Setup

We used a transmission geometry, aligning a spatial
coherence filter (a pinhole of 2.5 pm in diameter [2]), the
sample on a 20 x 30 pum SiN-mebrane window and the
multichannel detector for spatial resolved single x-ray
photon counting. The sample contains 50 layers of 30 A
Co and 7 A Pt with a 200 A Pt bufferlayer and a 20 A Pt
caplayer [3]. The magnetic anisotropy is perpendicular to
the sample plane, resulting in a worm-like domain
structure with opposite magnetization directions (Fig. 1).
The sample normal and thus the magnetization directions
are (anti)parallel to the incident photon beam.

wrg

The experiments were performed in a UHV scattering
chamber at the PGM and SGM beamlines of the UE56/1
undulator, allowing to change the polarization from linear
to left and right circular at each beamline.

5um
Results and Discussion Fig. 1: Magnetic domain structure of Co/Pt
multilayers [4]

Polarization

Resonant coherent small angle scattering was recorded in the vicinity of the Co L; resonance. In Fig. 2
we present the intensity distributions for resonant scattering with incident radiation of linear and circular
polarization. At approximately q=30 um™ the magnetic domain structure causes a strong circular speckle
pattern. The g—value corresponds well to the magnetic in—plane correlation length of approximately 200 nm.



With circular polarization we observe interference of the diffraction pattern from the pinhole (Fraunhofer
rings) and the scattering pattern from the magnetic domains. As a result the speckle pattern shows
discontinuities of the Fraunhofer rings and weak circular streaks in the magnetic scattering ring. With linear
polarized light these features disappear.

linear right circular

50 -40 30 -20 -10 O 10 50 -40 30 -20_ -10 O 10
Oy [um ] d, [um™]

Fig. 2: Speckle pattern of Co/Pt domain structure. Energy: 778 eV. The Fraunhofer diffraction rings of the
pinhole are clearly visible in the center. At approx. 30 um™ appears the magnetic scattering ring with the
speckle structure; For circular polarized light the Fraunhofer rings are interrupted due to interference with
the magnetic scattering.

This can be understood as follows: The diffraction process at the pinhole does not change the plane of linear
polarization. In contrast to that the scattering process at the magnetic domain flips the polarization by 172, as
the polarization dependence of the relevant resonant scattering cross section is (€' xe)M, where e and € are
the polarization vectors of the incident and scattered waves, respectively, and M is the unit vector of the
magnetization direction [5,6]. As a consequence, the diffracted wave from the pinhole and the magnetically
scattered wave from the sample cannot interfere at the detector. In case of circular polarized light neither the
pinhole nor the magnetic domains change the state of polarization. Thus, the diffracted and the scattered
waves can interfere. The existence of this interference is crucial for holographic experiments where the
reference wave is typically generated by a diffracting object such as a pinhole.

Interference between charge and magnetic scattering from an antiferromagnetic sample has been observed
in the past [7]. Due to the transmission geometry and the small layer roughness we observed no charge
scattering in the present experiment (Up to ¢mx=80 pm™).

Contrast

We recorded the scattering pattern a function of energy of the incident soft x-rays. With fixed
polarization the photon energy was tuned from 760 eV to 783 eV, i.e. across the Co L;edge (Fig. 3). The total
detected magnetic scattering intensity at g=30 um™ rises at the resonance and then decreases strongly at
the onset of the L; absorption. This behaviour can be simulated quantatively using known optical constants
for Co [8]. In spite of the fast changes in the optical constants at the resonance, the location of the individual
speckle in the pattern is independent of the incident energy apart from the trivial variation due to the
wavelength change, which can be neglected over the narrow energy interval of interest.

In Fig. 3 we show the contrast in the coherent speckle pattern as function of energy for linear polarized light
(blue line) and right circular polarized radiation (black line). In a region of interest containing several speckle,
the contrast is calculated by the standard deviation of intensities divided by the mean intensity [9].

Contrary to the total magnetic scattering intensity the contrast still increases above the Co L; absorption
edge. The overall contrast for circular polarized light is slightly higher than in the linear case. As described
above, with linear polarization the diffracted source wave and the magnetically scattered wave do not
interfere, resulting in a reduced contrast.

A contrast variation is not predicted by standard speckle theory [9,10]. A speckle contrast decrease at
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Fig. 3: Contrast and intensity variied by energy of linear polarized photons. The two vertical lines show the
maximum of the scattered intensity and the minimum of the transmitted intensity, i.e. the maximum of
absorption.

absorption edges has been observed for hard x-ray charge scattering in the past [11]. We are currently
trying to model the magnetic speckle contrast variation taking the optical constants, source—magnetic
interference effects and the overall signal to noise ratio into account.

Dynamics

With the current setup we recorded a g—space movie of domain motion with 30 s time resolution. The
time resolution is limited by the scattering intensity, which is in turn limited by the coherent photon flux
through our spatial coherence filter. With suitable focussing on the pinhole (e.g. by a zone plate) it should be
possible to increase the coherent flux accepted in our experiment by a factor of 10%
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Introduction

We propose a new method of obtaining the local structure information from the overlapping L
EXAFS spectra for 3d matals using the Tikhonov’s method of solving ill-posed problem [1]. In contrast
of the conventional methods (Fourier transformation and fitting procedures) this method does not demand
any assumption about model. Up to now this method was applyed to K EXAFS spectra [2, 3, 4]. Recently
a special procedure of deconvolution L,-, L;- contributions [5] was used for obtaining local structure in-
formation.

Mathematical algorithm

For one component system the atomic distribution is described by the pair correlation function
(PCF) g(r) which may be written as

1 N, (r—r,)2
g(r) 4np, T r’c,2n exp( 26, ] W

Here p,is an atomic density, N, — a coordination number for / shell, 7; — a position of I" shell, C,—a

factor Debye—Waller for / shell. The normalized oscillating part of EXAFS signal (k) for the K — spec-
trum is described as

x(k) =4np,R (k)gj[g (r)x @ X exp(;Tzkr)j X sin(2kr +25 (k) +0 (k, r)) (2)

Here R(k) — a reduction factor, f{k,r)— a backscattering amplitude module, A(k)— a mean free path of

photoelectron, d(k)— a central atom phase shift, ¢(k,7)— a backscattering phase. All values are calcu-
lated by the program FEFFS [6].

Using the dispersion laws for L3, L,, L; edges one may conclude — L edges have the same E space
but different k& spaces (namely ki, k,, k3). It is very simple to find the laws for connection of ki, &y, k3
spaces:

ks = k) =[5 = 555 i =glk) = [k =5 )

where E;, E,, E; are energies of Ls, L,, L, edges, a = (hzkz/(2m)) = 3.81. Now the equation for sum of L,
L,, L3 EXAFS spectra in unified k; space may be written as



Lsum (K3) = Wiz Y3 (ks) + Wiz Y 1o (ko = flks)) + Wi Ay (Ki=g(k3)),

where W;;, W, W;; — weight coefficients used to account the contribution of each edge.

For L spectra the radial matrix elements are given by My, for / = 1— [ = 0 transitions and M;; for

[ =1— [ =2 transitions. As shown in [7] for elements with Z >20 M,; and My, fulfil the relation:

|
5|Mm|2 1

M, [ “50°

i.e. the ratio is nearly independent of %, and the p — s contributions are practically unobservable, as
p — d transitions are favored by a factor of 50. This means that all M,; contributions in integral equation
can be neglected and hence the L spectra can be analyzed in the same way as is done for the K edges. As

it was shown in FEFF calculation.

®)

The integral equation for overlapping L spectra has a form:

w(ky) = 4mp, wfdr g(r)
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Fig. 1. Experimental (blue) and
model (red) % (k) functions.

(6)

Details of solution the EXAFS ill-posed problem
may be found in [1-4]. For multicomponent sys-
tem the theory is easy generalized. We apply this
approach not only for overlapping L spectra but
also for the overlapping K-L spectra (for exam-
ple, in the oxides Fe;0,4, Cr,0;).

Experimental

The samples used are policrystalline Fe
and Cr films. Fe film of thickness ~ 300 A was
evaporated under UHV conditions onto W(110)
substrate in the chamber for the sample prepara-
tion in situ. Cr film ot thickness ~ 300-400 A was
evaporated under UHV conditions onto
MgO(100) substrate at the Institute of Metal
Physics RAS. The measurements of Total Elec-
tron Yield were carried out at room temperature
using facility of the RGBL beamline of
BESSY 1L

Fig. 1 shows the experimental y (k) func-

tions for Fe and Cr films in comparison with the
model functions calculated by FEFF8 [6]. Ap-
plying the method described above, one can

“4)



find the solutions that are shown on Fig. 2. We compare our results with model PCF functions calcu-
lated on the basis of the well known crystallographic data.

The following main characteristics of the peaks for the function g(r) have been selected: in-
teratomic distance r, the nearest neighbors coordination number N and Debye-Waller (DW) factor 6°.
We estimated these values according to the Gauss functions describing the peaks of the solution and
presented in Table 1.

Table 1. Comparison of the model and obtained

a(r)s- results.
] Fe
6 Fe film
Number of Ist 2nd
44 coordination shell
] r,A ]2.483 2.867
27 Model | N, at. 8.00 6.00
ol o’ 0472107 0.534:10°
20 25 30 35 40 45 r, A |2.482 2.865
q(n) 8- Experiment| N, at. 7.87 5.38
| o 0.524:10%|  0.567-10™
Cr
6,
] Cr film
4- Number of Ist 2nd
] coordination shell
2 r,A [2.499 2.885
1 Model N, at. 8.00 6.00
On o’ 0.681-10°]  0.771-10~
20 25 30 35 40 45
. r,A (2501 2.899
Distances [r, A] Experiment| N, at. 7.85 5.90
G’ 0.501-10°]  0.376:10~

Fig. 2. Model PCF (red) and
obtained (blue) solution.

Discussion

It is necessary to note that during the solution the inverse problem (6) we do not account the
contribution of photoelectron multiple scattering on the nearest neighbors. Another feature: we have a
very high resolution in real space » with comparing Fourier transformation. On the curve of Fourier
transformation it is impossible to distinguish the first and the second shells for BCC lattice. The main
characteristics of the first and the second shells for crystalline Fe and Cr correspond to the table val-
ues.
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The X-ray standing wave (XRSW) technique is based on simultaneous measurements of
angular dependencies of X-ray reflection and fluorescence yield excited by the primary X-ray beam
as the incident angle is scanned through the Bragg diffraction peak or the total external reflection
region. This high-resolution nondestructive X-ray method combines the advantages of precision
X-ray diffraction experiments with spectroscopic selectivity.

Herein we present XRSW studies of monolayers of liquid crystal deposited on solid
substrates by Langmuir-Blodgett technique performed at the beamline KMC-2.

Experimental details

In XRSW experiments the fluorescent spectrum is recorded at each point of the reflectivity
curve (in contrast to X-ray fluorescence analysis, where the angle of the incident beam is held
constant). The integrated intensity under each specific peak from individual elements is plotted as a
function of the incident X-ray beam angle and the positional information is obtained from the
analysis of angular dependencies of the fluorescence intensity.

To use KMC-2 beamline for XRSW experiments the angular divergence of the
monochromatic beam has to be reduced to values less than the Bragg reflection width (a few tens of
arc sec for the studied multilayers). Such a reduction was performed by cutting off peripheral
regions of the convergent focused beam in the scattering (horizontal) plane. At the same time this
reduction should not be too drastic as the beam intensity has to be high enough to excite a
reasonable amount of secondary radiation yield from the studied ultra-thin films. The
preliminary X-ray diffraction measurements on a Si (111) crystal allow to estimate the beam
divergence to be 14 arc sec at horizontal slit setting of 100 um. Finally, the slit widths of 100 pm
(horizontal) and 620um (vertical) were found to provide the optimum conditions for our
measurements.

All the measurements were carried out at an X-ray beam energy of 13 500 eV. The reflected
X-ray beam was detected by a scintillation detector. The fluorescence signal was measured by the
ROENTEC X-Flash detector.

Results and discussion

We studied monolayer of mesogenic compound (dysprosium complexes of the Schiff base
ligand) deposited on solid substrates by Langmuir-Blodgett technique. Metal-containing liquid
crystals (metallomesogens) represent an important class of mesomorphic materials that combine the
interesting magnetic properties with the advantages of the supramolecular organization in the
mesophases. The samples under investigation were monolayers of DyL;{CHF,(CF,)sCH,SO4}3
deposited on periodic multilayers consisting of 250 W/B4C layers pairs (multilayer period d=12,25
A). The multilayers were prepared using magnetron sputtering at the Institute of Physics of



Microstructures Russian Academy of Sciences (Nizhny Novgorod). The Dy" compound was

synthesised at the Kazan Physical-Technical Institute, Russian Academy of Sciences (Kazan).

The great potential of the XRSW technique for determining the position of atoms in ultra-
thin surface layers have been demonstrated elsewhere. The general approach is as follows. X-ray
standing wave is formed as a result of interference between the incident and reflected beams during
Bragg diffraction from the periodic substrate. The period of the standing wave is equal to the d-
spacing of the substrate. The position of XRSW antinodes with respect to the substrate surface
depends on the incident angle: as the incident angle & is scanned through the Bragg reflection the
standing wave antinodes shift inward by one half of a d-spacing of the periodic substrate. Since the
photoelectric effect is proportional to the local electric field intensity such dramatic changes of the
XRSW field result in the large modulations on the angular dependence of fluorescence yield. This
modulations are clearly seen in fig.1 where the angular dependence of Dy L, fluorescence yields in
the Bragg diffraction region is presented. Referring to fig.1, if the antinodes of XRSW coincide
with the atom layer (on the low angle side of the Bragg peak) the fluorescence yield will be a
maximum. For higher angles the nodes of XRSW (the minimum of electric field intensity) coincide
with atomic layer and therefore at this angle the fluorescence yield should be minimum. The shape
of fluorescence curve is strongly dependent on the mean position of the investigated atoms (the
coherent position) and the distribution about this position (the coherent fraction).

It is evident that the main characteristics of XRSW generated by the multilayer: the
amplitude and the position of the XRSW antinodes, are determined by multilayer parameters.
Therefore the shape of angular dependencies of the fluorescence yield emitted from the organic film
is determined not only by the mean position of the investigated atoms but depends strongly on the
multilayer parameters and correct interpretation of XRSW data for deposited film requires
preliminary information about the multilayer itself. In contrast to perfect single-crystals, the
structural parameters of multilayer systems (atomic density and thickness of the component layers,
the height of interfacial roughness) are not accurately known, for this reason the ambiguity in
determining the atom position is the typical problem if the multilayer structures are used as a
XRSW generator.Analytical calculations (to be published elsewhere) predict that at kinematical
diffraction the phase of XRSW, i.e. the position of the XRSW antinodes, depends only on the
thickness ratio of layers comprising the period of multilayer, while the XRSW amplitude is
determined by peak reflectivity. Furthermore it was shown that under kinematical diffraction the
thickness of component layers can be unambiguously determined from complimentary analysis of
reflectivity curve and angular dependence of fluorescence yield from the multiplayer.

The above analytical results have been used for analysis of our experimental data. In order
to obtain information about the multilayer substrate the analysis of the angular dependence of W L,
fluorescence (fig.2) excited from the W/B4C was carried out. The fluorescence yield from the
multilayer substrate has been measured simultaneously with the fluorescence yield from the
monolayer becuase the full fluorescent spectrum was recorded at each angle of incidence. The
shape of W fluorescence curve is typical for XRSW measurements at kinematical diffraction from
thin multilayer where the extinction does not mask the effect of the XRSW movement with respect
to the layers comprising multilayer structure and from the other hand the total thickness of W layers
is less then the absorption length of W L, fluorescence. In such a case the well-defined modulations
are clearly visible. The thickness of the component layers has been determined by the fitting the
theoretical x-ray reflectivity and W-fluorescence curve to the experimental data.

The theoretical Dy fluorescence curve was fitted by varying the mean position and a width
of the Dy layer while holding the multilayer parameters fixed. Based on the best fit the Dy layer is
at the mean position of 224 and has a width of 34. The lengths of the Schiff’s base complex was
calculated by molecular modelling to be 474, metal ion is positioned in the centre of the complex.
The measured Dy layer position of 224 is shorter than the expected value 23,54 for fully extended
molecule. This difference could be attributed to the conformational changes in the molecules of a
mesogenic compound or/and a slight tilting of the alkyl chains relative to the substrate surface.

2 2



The presented experimental results demonstrate that such a precision X-ray diffraction
method as the X-ray standing wave technique can be successfully performed at the KMC-2

beamline.

We would like to emphasize that the X-ray standing wave experiments were carried out at
BESSY I for the first time and the contribution of KMC-2 staff to their success is invaluable and is
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Fe K and Pb L; edge NEXAFS characterization of glasses containing industrial wastes.

F. Pinakidou, M. Katsikini, E. C. Paloura*, P. Kavouras, Ph. Komninou, Th. Karakostas
Aristotle Univ. of Thessaloniki, Dept. of Physics, GR54124 Thessaloniki, Greece
A. Erko
BESSY GmbH, Albert Einstein Str. 15, 12489 Berlin, Germany.

The solidification and stabilization of toxic industrial waste (lead oxide-contaminated ash),
is a process that allows for its safe disposal. The toxic ash (that mainly consists of Fe,Os and
PbOPbBr;) is co-melted with SiO, and Na,O at high temperatures (1300-1400°C) and it is then
cooled down in air to form an opaque glass. The main advantage of this vitrification process is
that it produces a chemically stable vitreous material, which can homogeneously incorporate into
its matrix numerous toxic elements (such as heavy metals), and can be freely disposed or used as
construction material'.

The under study samples are the vitrified products of lead-rich ashes, produced by
incineration of sludges that contain large quantities of toxic organic compounds. The incineration
process involves co-melting of lead contaminated ash with the appropriate quantities of vitrifying
and flux agents (SiO, and Na,O, respectively) at high temperatures (1400°C), followed by
quenching in order to form vitrified materials. The under study as-grown sample consists of 60%
ash, 25% SiO; and 15% Na,0O. The sample was studied in the as-grown state as well as after
isochronal annealing, for 2 hrs, at 440, 600 and 800 °C L Additionally, two crystalline (powder)
iron oxides, hematite a-Fe,O3; and magnetite Fe;O4, a crystalline lead oxide (PbO) and a Fe foil-
sample were also studied as reference samples.
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Figure 1: Fe-K NEXAFS spectra of the under
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Figure 2: Pb-L; NEXAFS spectra of the under

The NEXAFS measurements were conducted at room temperature, using the KMC2
double-crystal monochromator at BESSY-II, at the Fe-K-edge (7035-7100eV) and the Pb-L;-edge
(12775-12890eV), using a fluorescence yield detector (Si-PIN photodiode), at an angle of
incidence 6=45°. The characteristics of the NEXAFS spectra were determined via fitting using a
sigmoidal (Boltzman function), to simulate transitions to the continuum?, and Lorentzians to fit
the pre-edge peaks. Prior to fitting, the spectra were normalized for the transmission function of
the monochromator and were subjected to background subtraction and normalization to the
atomic limit. In octahedrally coordinated hematite, two peaks are observed in the pre-edge region

* e-mail: paloura@auth.gr



of the Fe-K NEXAFS spectrum, in agreement with theoretical predictions’. These pre-edge peaks
(observed at about 7118 and 7120eV, respectively) are related to quadripolar electronic
transitions to the t, levels*. The NEXAFS spectra measured at the Fe-K-edge and Pb-L;-edge of
the under study sample and reference compounds are shown in Figures 1 and 2 respectively.

The results of the fitting of the NEXAFS spectra are listed in Table I. As shown in the
Table, the intensity and the total area under the pre-edge peaks decrease with increasing annealing
temperature. It has been reported that the intensity of the pre-edge peak is inversely proportional
to the coordination number of the absorbing atom’. Furthermore, the pre-edge intensity is greater
in non-centrosymmetric complexes (such as magnetite) due to the large electric allowed dipole
component from 3d-4p mixing, while in centrosymmetric complexes (such as hematite) the
Is—3d transition has an electric quadripole nature. Therefore, the observed decrease in the
intensity of the pre-

Table I: Characteristics of the NEXAFS spectra at the Fe-K-and Pb-Ls-edge edge peaks in the

Fe-K-edge Pb-L;-edge annealed samples

Sample name Abs. Edge Pre-edge }’r::—edge Abs. Edge indicates that, upon
(eV) Position (eV) “(:';S;y (eV) annealing, the local

PhO - - 13015.9510.053 environment around

Fe 7121.64+0.32 | 7118.4240.32 | 0.282:0.005 - the Fe ion is
Hematite | oo 00 | 7118.07:0.06 | 0.075£0.001 - becoming  more
(a-Fe;03) T 7120.7240.15 | 0.168+0.001 - ordered, i.e. the Fe
Magnetite | ;154 550,01 | 7118.33+0.03 | 0.200+0.002 - atom tends to occupy
(Fe;04) octahedral sites into
60;15;13” 7127.48+0.01 | 7118.70+0.02 | 0.141+0.002 | 13019.66+0.034 | the matrix. It has
Annealed at 440° | 7127.220.01 | 7118.33+0.03 | 0.14120.002 | 13018.66+0.040 | 2ls0 been reported
Annealed at 600° | 7127.09£0.01 | 7118.29+0.03 | 0.145£0.002 | 13016.69+0.041 | that in a mixed
Annealed at 800° | 7126.95+0.01 | 7118.14+0.03 | 0.133+0.002 | 13016.75+0.051 | valence sample the

position of the pre-
edge peaks is a measure of the portion of various oxidation states of Fe, i.e. the Fe"/SFe ratio,
and depends on the bonding environment of the Fe atom®. Therefore, the red shift of the pre-edge
peak, as the annealing temperature increases, indicates the decrease of the Fe™/2Fe ratio.

The energy position of the absorption edge at the Fe-K-edge, in all the under study samples,
appears at energies higher than in hematite. However, as the annealing temperature increases, the
absorption edge gradually approaches the value corresponding to hematite. The fact that the
absorption edge appears at energies higher than expected is attributed to structural differences
(distortion) in the Fe-O polyhedrons. This argument is supported by the decrease in the intensity
of the pre-edge peaks. On the other hand at the Pb-L;-edge, the energy position of the absorption
edge is shifted towards lower energies with increasing annealing temperature and approaches the
respective value in the reference PbO sample, i.e. the annealing process promotes the formation
of the PbO phase into the glass matrix.

Acknowledgements: F. Pinakidou acknowledges financial support from the Greek State’s Scholarship
Foundation.
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Identification of implantation-induced defects in GaN: A NEXAFS study.
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GaN is a direct wide band-gap semiconductor,
which finds applications in opto- and micro-
electronics. Doping via ion implantation is used 10 :
extensively because it permits precise control of the RL2
dopant profile. However, recovery of the implantation :
induced defects and activation of the dopants require
annealing. Here we apply NEXAFS spectroscopy in sl
order to study the effect of O, Si and Mg implantation :
on the density of empty states of GaN. i GaN:017

The GaN sample was grown by ECR-MBE, at :
700°C, on a (0001) ALO; substrate.' The as-grown
GaN sample was diced and subjected to ion
implantation using '°0", **Si" (n-type dopants) and
Mg (p-type dopant) with fluencies and energies
listed in Table I. The NK - NEXAFS spectra were
recorded at the VLS-PGM beamline using a high
purity Ge detector. The information depth of the i
fluorescence photons was 40nm, i.e. we probe only GaN:Mg17
the implanted region of the sample, which extends GaN:Mg15
about 200nm below the sample surface.

The NEXAFS spectra of the under study samples,
after normalization to the primary beam current, linear
background subtraction and normalization to the o . . . .
atomic limit, are shown in Fig. 1. The spectrum of the 400 410 420 430 440
as-grown sample, which is shown at the bottom of Energy (eV)

Fig. 1, is characterized by a number of resonances,

which coqespond to ma?cima ofthe N p pa}rtial densjty Fig. 1: NK NEXAFS spectra of the
of states in the conduction band. As the implantation grown and implanted GaN
flose increases those peakg become broad(.er' due to the samples. RLI and RL2 are the
increase of the static disorder. In addition to the
broadening of the NEXAFS resonances, implantation
generates two new resonance lines, hereafter denoted
as RL1 and RL2.

In order to derive quantitative information on the two resonances, the spectra were fitted in
the energy range 395-410eV using a sigmoidal to simulate the transitions to the continuum and a
number of Gaussians to simulate transitions to bound final states. The results of the fitting
(FWHM and area under RL1 and RL2) are listed in Table 1. The RL1 appears in all the
implanted samples at 1.7eV below the absorption edge, i.e. its formation and energy position are
independent of the projectile and the dose. RLI1 is not detected only in the sample GaN:Sil8§,
which has turned amorphous. RL2 appears at about 1.0eV above the absorption edge in the
spectra of implanted samples, when the dose exceeds 1x10'® cm™.

More specifically RL1, whose formation and energy position do not depend on the
projectile, corresponds to transitions to unfilled final N-p states of an implantation-induced
defect. According to theoretical calculations, the point defects which induce empty states in the
midgap are the nitrogen interstitial (N; )****, the nitrogen antisite (Ng,)* and the gallium antisite
(Gay).” Gay is the native defect with the highest formation energy2 and cannot be detected at the
N K edge since substitution of N with Ga leads to the formation of Ga-Ga bonds. Between Ng,
and N; the interstitial would be more easily formed via implantation.” Nj gives empty states at

GaN:016
GaN:015

GaN:Si18
GaN:Si16

Intensity (arb. units)

GaN:Si14

as grown

resonances  induced by  the
implantation.



about 1.4-1.9eV above the
valence band maximum“,
i.e. close to the energy
position of RL1.
Therefore, it is proposed

Table I: Sample names, implantation conditions and NEXAFS fitting
results. The implantation with O was performed with 70keV ions while
the energy of the Mg and Si ions was 100keV. The implantation-
induced resonances RLI1 and RL2 appear at 1.7 eV below and 1.0eV
above the absorption edge, respectively.

that RL1 is the signature of Fitting results
the N; defect. Sample RLI RL2
Contrary to RLI1, the Dose |[FWHM | Area |FWHM | Area
resonance line RL2 I\(I:rlr\lle Ton (cm’z) (eV) [(arb.un.) | (eV) [(arb.un.)
a - - - - - -
appears - when ' the - dose  —=" S te— e 37 o34 - -
exceeds 110 "em”.  The  —= o Sre T T 170 [ 141 | 035 | 079 | 0.10
fact that RL2 is still == e 90" 750 | 031 | 084 | 141
present in the spectrum of GaN-Mgls g T 1108 1-42 0.41 ! :
the amorphous GaN:Sil8 == e 7T g™ [ 1107 | 2.58 141 | 079 | 012
sample is an indication GaNSila R | 1107 146 05 - -
that it is not affected by ~G.N\site [ Fsi | 1.10° | 150 | 044 | 079 | 025
the short- or long-range ~GiNSi18 | St | 1-107 3 . 0.79 027

periodicity and therefore it
corresponds to a defect that is strongly localized on the absorbing atom. Such a defect that exists
in large concentrations in ion implanted GaN and can be detected by NK edge NEXAFS, is the N
dangling bond. More specifically, N dangling bonds exist in the neighborhood of a Vg, and/or in
three fold coordinated N, significant amount of which exists in amorphous and ion implanted
GaN.® Our proposal that RL2 is related to the N dangling bond defect is further supported by
the study by Y. Xin ’ who observed a similar resonance line in the NK EELS spectra recorded at
the core of a pure edge threading dislocation with Vg, vacancy core. It should be mentioned that
a similar to RL2 resonance line has been observed in the NK NEXAFS spectra of N-rich SixNy 8,9
and SiyN,O, ' samples subjected to or grown by ion implantation, where it has been attributed to
transitions to final Np states of the N dangling bond defect. The significantly larger area under
RL2 in the spectra of GaN:O17, relative to that in the Mg and Si implanted samples, indicates
that oxygen promotes the formation of RL2. In GaN the oxygen atom substitutes for N '! while
Mg and Si occupy Ga sites. Therefore partial substitution of Vg, by Mg or Si would cause a
reduction in the concentration of N dangling bonds and would act as a mechanism competitive to
the formation of RL2. Furthermore, the formation of Vg, in oxygen implanted GaN is enhanced
since in the presence of Oy the formation of defect complexes Vg,-On, whose formation energy
1s lower than that of isolated Vga,, is promo‘[ed.16

In conclusion, we have applied NEXAFS spectroscopy in order to identify the signature of
implantation-induced defects in the Np density of states in the conduction band of implanted
GaN samples. It is found that the implantation increases the static disorder while in the case of
implantation with 10'® Si ions / cm? the sample turns amorphous. Implantation introduces states
at about 1.7 eV below the absorption edge (i.e. close to the mid-gap), which are attributed to
nitrogen interstitials. At relatively high doses (=10'°cm™) implantation induces additional states
at about 1 eV above the absorption edge that are strongly localized and are attributed to N

dangling bonds.
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Investigation of ultrathin MnAs epitaxial films on GaAs(001) during and
immediately after the growth
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The molecular beam epitaxy (MBE) growth of
MnAs on GaAs attracts considerable interest as
a way to integrate materials with ferromagnetic
and semiconducting properties in epitaxially grown
heterostructures [1-4] with the aim to obtain spin
injection. The bulk structure of MnAs is well
known [5, 6]. Bulk MnAs crystals are ferromag-
netic at room temperature. Slightly above room
temperature, at about 40°C, they experience a
first-order transition from the ferromagnetic to the
paramagnetic phase. This transition is accompa-
nied by a large (~1%) change of the lattice param-
eter a in the hexagonal plane. The ¢ parameter
changes continuously at the transition. At 125°C
there is another structural transition to the hexag-
onal phase.

Recently we have found [7-11] that the tran-
sition at 40°C in epitaxial MnAs layers on
GaAs(001) proceeds in a way qualitatively differ-
ent from the bulk phase transition, with a wide
temperature range where the two phases coexist
in the layer.

In this report, we investigate the growth of a thin
MnAs epitaxial layer on GaAs(001) and obtain ad-
ditional information about the strain in such a
layer immediately after growth.

Figure 1 shows a schematic view of the epitaxial
relationship between GaAs(001) and the hexago-
nal MnAs lattice. The orthorhombic SMnAs unit
cell is also indicated. The measurements were per-
formed at the wiggler beamline U125/2 KMC us-
ing a double crystal Si(111) monochromator. The

aMnAs (hexagonal)
BMnAs (orthorhombic)
/ “\\ [001] }
/ 110]
¢ U
\ /L= [110]
GaAs

FIG. 1: Schematic view of the epitaxial relationship of
MnAs on GaAs(001). The unit cells of the hexagonal
a-MnAs phase and the orthorhombic 8-MnAs phase
are shown.
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FIG. 2: Grazing incidence diffraction measurements of
the epitaxial MnAs film growth at 250 °C. The diffrac-
tion vector is parallel to the surface and the a axis
of the hexagonal MnAs cell. The approximate growth
times are given.

energy of the radiation was 12 keV. A six-circle
x-ray diffractometer coupled with an MBE-system
was used [12]. For the investigation of the ultrathin
film during the growth the X-ray grazing incidence
diffraction technique [13] was applied.

The MnAs layers were grown by standard solid
source molecular beam epitaxy (MBE). Commer-
cially available GaAs(001) epi-ready substrates
were used. As common in MBE, the oxide des-
orption temperature is taken as 580°C, serving
as a temperature reference [14]. A 100 nm thick
GaAs buffer layer was grown first at 560°C under
RHEED control at a growth rate of 250 nm h™!.
MnAs growth on GaAs(001) is initiated at a sub-
strate temperature of 250°C on an As-rich c(4x4)
reconstructed surface. Under these growth condi-
tions, the ¢ axis of the hexagonal MnAs unit cell is
parallel to the GaAs [110] direction (cf. Figure 1).

Figure 2 shows the development of the MnAs
1120 reflection during heteroepitaxial growth. The
first curve corresponds to a thickness below 10 nm.
This ultrathin layer immediately forms a coinci-
dence lattice as indicated by the peak position in
Figure 2. The principle of a coincidence lattice
is described in [15]. The peak shift between the
curves for 10 and 25 min of growth indicates a fur-
ther plastic relaxation of the MnAs lattice.
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FIG. 3: Grazing incidence diffraction measurements of the epitaxial MnAs film at 200 °C. The diffraction vectors
are parallel to the surface and either the ¢ or the a axes of the hexagonal MnAs cell. The film thickness estimated

from x-ray reflectivity measurements is below 10 nm.

Since the MnAs layer undergoes two struc-
tural phase transitions when being cooled down
to room temperature, the strain state of the
film during deposition cannot be determined in
an ex-situ experiment. Figure 3 shows in-situ
measurements (immediately after the growth)
of the MnAs net plane spacings along the sur-
face together with the corresponding substrate
reflections in the GaAs [110] and [110] direc-
tions. Despite the small film thickness, highly
accurate measurements of lattice spacings can be

performed. Combining the data from the MnAs
1120, 2240, 0002 and 0004 reflections, we obtain
net plane distances dynas(1120) = 1.8347A
and dyinas(0002) = 2.8978 A of the single phase
epitaxial film. This corresponds to an expansion
of 0.4 % along ¢ and a compression of 0.8 % along
the a axis parallel to the sample surface compared
to the literature data for bulk MnAs. From the
MnAs peak widths, using the Scherrer formula we
obtain domain sizes of around 30 nm.
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The combination of magnetic and semiconduct-
ing materials leads to new pathways in the develop-
ment of semiconductor devices utilizing the spin of
the carriers [1-4]. Reliable operation of the devices
demands high Curie temperatures of the ferromag-
netic materials. A combination of ferromagnetic
MnAs and semiconducting GaAs is promising for
spin injection devices [4]. MnAs possesses, at the
Curie temperature of approximately 40°C, a first
order ferromagnetic—paramagnetic phase transi-
tion accompanied by a lattice parameter disconti-
nuity in the hexagonal plane as large as 1.2% [5, 6].

We have observed recently [7-10] the phase
coexistence between the hexagonal ferromagnetic
aMnAs phase and the orthorhombic paramagnetic
BMnAs phase in MnAs layers grown on GaAs(001)
substrates. The phase coexistence is caused by
the epitaxial constraint on the mean lateral lat-
tice parameter of the film: a discontinuous lat-
tice parameter variation at the first order tran-
sition costs elastic energy and favors the coexis-
tence of elastic domains of the two phases in a
large temperature interval. In that former study,
the c-axis of the hexagonal MnAs was parallel to
the GaAs(001) surface, resulting in a high degree
of in-plane anisotropy of the film: the elastic do-
mains form a striped structure [8-11]. In contrast,
the c-axis of MnAs layers grown on GaAs(111)B
substrates is perpendicular to the surface, so that
the film is elastically isotropic in the surface plane.
As a consequence of the different epitaxial orien-
tations of the MnAs films grown on GaAs(001)
and on GaAs(111)B, differences in the magnetic
anisotropies as well as in the strain related prop-
erties are observed [8-15].

In this report, we investigate the phase coexis-
tence in a thin MnAs epitaxial layer grown on ex-
actly oriented GaAs(111)B near the ferromagnetic
phase transition aMnAs—SMnAs. Figure 1 shows
a schematic view of the epitaxial relationship be-
tween GaAs(111) and the hexagonal MnAs lattice.
The orthorhombic SMnAs unit cell is also indi-
cated. The unit cell of GaAs can also be consid-
ered as pseudohexagonal [15] with the c-axis along
[111].

The structural change at the aMnAs—FMnAs

aMnAs
BMnAs

]
N
W{ll;]
I NGl

| GaAs | [112]

000114 [2110]
000TR,  rortog

FIG. 1: Schematic view of the epitaxial relationship
of MnAs on GaAs(111). The hexagonal plane after
the phase transition to orthorhombic B-MnAs is also
indicated. A pseudohexagonal unit cell can be defined
[15] for GaAs with the c-axis along [111].

transition consists of a large (~1.2%) lattice pa-
rameter discontinuity in the hexagonal plane and
a small (<0.2%) orthorhombic distortion [5, 6].
The c-parameter is continuous at the transition.
Therefore, the most appropriate reflections to be
measured lie in the hexagonal plane. We have cho-
sen the reflections aMnAs(1100) and SMnAs(020).
For the given film orientation, the X-ray grazing
incidence diffraction technique had to be applied
in order to access these reflections. The mea-
surements were performed at the bending mag-
net beamline KMC2 using a double crystal Si(111)
monochromator. The energy of the radiation was
8.09 keV. A six-circle x-ray diffractometer with
a temperature controlled sample stage was used.
The sample temperature was regulated by a stan-
dard temperature controller with resistive heat-
ing and thermocouple temperature measurement
at the sample holder plate. The estimated system-
atic uncertainty in temperature determination was
at most 1°C. The incidence angle was 0.3°, and
the angular acceptance of the detector was 0.1°.

The MnAs layers were grown by standard solid
source molecular beam epitaxy (MBE). Commer-
cially available GaAs(111)B epi-ready substrates
without intentional miscut were used. The sub-
strates were first degassed at 100°C and then
baked for 20min at 300°C in the preparation



chamber before being introduced into the growth
chamber. The oxide was desorbed inside the
growth chamber under reflection high energy elec-
tron diffraction (RHEED) control. As common in
MBE, the oxide desorption temperature is taken
as 580°C, serving as a temperature reference [17].
The temperature was measured by a thermocou-
ple near the plate of the sample holder. The cell
fluxes were calibrated by RHEED intensity oscil-
lations [18, 19]. A 100 nm thick GaAs buffer layer
was grown first at 600°C under RHEED control
[15] and at a growth rate of 250 nm h~!. Then,
a 2 nm thick MnAs nucleation layer was grown
at 225°C with a growth rate of 19.8 nm h™! and
a V/III ratio of 236. The main MnAs layer was
grown at 300°C with a growth rate of 200 nm h—!
and a V/III ratio of 22. The thicknesses of the
MnAs film is 430 nm as determined by subsequent
scanning electron microscopy.

The surface morphology of this film charac-
terised by atomic force microscopy shows a rough-
ness near 10 nm, probably due to a facet formation
during homoepitaxial growth on the exactly ori-
ented GaAs(111)B surface [14]. Nevertheless the
sample is suitable for a structural investigation of
the ferromagnetic—paramagnetic phase transition
in the MnAs epitaxial layer. We intend to perform
analogous measurements with smoother layers in
the future.

Figure 2 presents the temperature variations
of the diffraction curves near the phase transi-
tion temperature. A single peak observed below
the transition temperature is attributed to the
aMnAs(1100) reflection, and the one above the
transition temperature to the SMnAs(020) reflec-
tion. The SMnAs (020) peak has a higher peak in-
tensity and a larger integrated intensity than the
aMnAs(1100) reflection, which is slightly broad-
ened. Near the transition, a continuous transfor-
mation from one peak to the other is observed.
All peaks are well fitted to sums of two Gaussians,
corresponding to peaks of the two phases. The
full widths at half maxima (FWHMs) of the Gaus-
sians were fixed at the values obtained from the
peaks measured far away from the transition tem-
perature. The peak positions and the integrated
intensities were fitted. The phase fractions were
assumed to be proportional to the integrated in-
tensities scaled by the ones measured in the single-
phase regions well above and well below the tran-
sition temperature.

The temperature dependence of the fraction of
the aMnAs phase, calculated from the fits shown
in Fig. 2, is presented in Fig. 3(a). Heating and
cooling are marked by upward and downward tri-
angles, respectively. The phase coexistence is ob-
served between 40°C and 50°C. No temperature
hysteresis is observed.
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FIG. 2: Grazing incidence diffraction curves (w — 26-
scans) near the aMnAs(1100) and the BMnAs (020)
reflections measured at different temperatures using
grazing incidence synchrotron x-ray diffraction at an
energy of 8.09KeV. The circles are the results of the
measurements and the lines are the results of the fits
to a sum of two Gaussians. The sample temperature
is given for each curve.

Figure 3(b) presents the lattice spacings of both
MnAs phases obtained from the peak positions in
Fig. 2 and the mean in-plane spacing obtained
from the lattice spacings and fractions of the two
phases at a given temperature. The mean spac-
ing decreases by approximately 0.24% on heating
from the aMnAs to the SMnAs phase. This lat-
tice spacing variation in the epitaxial film is small
compared to the lattice spacing discontinuity in a
bulk MnAs crystal at the phase transition of 1.2%
[5]. The lattice spacing variation by plastic defor-
mation can be excluded because of its reversible
variation in heating and cooling cycles.

It is instructive to compare the two-phase coex-
istence in MnAs(1100)/GaAs(001) films studied in
Refs. [7-11] with that in MnAs(0001)/GaAs(111)
films studied in the present work. The present
work does not reveal any temperature hysteresis.
In contrast, a temperature hysteresis up to 7°C
was observed in MnAs films on GaAs(001). The
phase coexistence in MnAs(1100)/GaAs(001) films
was observed at lower temperatures, from 20 °C to
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FIG. 3: (a) Temperature dependence of the aMnAs phase fraction near the first order ferromagnetic-paramagnetic
phase transition. Heating and cooling are marked by upward and downward pointing triangles, respectively. (b)
Temperature dependencies of the in-plane lattice spacings of the aMnAs and SMnAs phases (empty triangles)
and the mean in-plane lattice spacing (full diamonds). The lines are guides for the eye.

40°C, as compared to the present study (40 to
50°C). The origin of this difference is not clear
for us. We note that the phase transition in bulk
MnAs crystals is commonly attributed to ~40°C
but the temperature hysteresis as large as 15°C
does not allow an accurate Curie temperature de-
termination.

Thus, we have found that the ferromagnetic
phase transition in MnAs(0001) epitaxial films on

GaAs(111)B proceeds via an equilibrium phase co-
existence in a temperature interval of 10°C. The
phase coexistence is governed by the elastic strain
at the first order phase transition, with the in-
plane lattice expansion limited by the epitaxy of
the film.

The authors would like to thank A. Erko for the
beamline support and A. Bluhm for the SEM mea-
surement of the layer morphology.
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The design of functional interfaces and links between semiconductor materials and
biological objects is of great scientific and practical interest. One of the most promising
semiconductors in view of flexible band-gap

2 [ wrxps  cans b aaa ] engineering is GaAs, which exhibits high
S [ gasg 2 2sPrepared 1 E =130ev ] electron mobility in nanostructures and low-
£ [E,=1306V 1L ] dimensional arrangements. Regretfully, the
= e JF A& w2 ] above-mentioned applications are difficult to
2L i /i | redize due to chemica instability of GaAs
[ it IF 7 A

i N 1T 5 ¥ ] surface, especidly in physiologica eectrolytes,
'.'_‘.H_.*.E\?“f‘. e —m  and lack of a strategy for reliable surface
- 1F R T passivation  with  functional  interlayers.
e A I N X122 However, these problems could be partly
] avoided through the functionalization of GaAs
surfaces with  self-assembled  monolayers
(SAMs).
L o | LT N In this study, stochiometric GaAs (100)
2% 24 22 20 ginﬁingenefgy‘*(ﬂe ‘;;5 %4 42 A0 28 38 surfaces were functionalized with monolayers of
an aromatic compound, 1,1'-biphenyl-4-thiol
Fig. 1. Ga3d and As 3d HRXPS spectra of an as- (BPT), and the engineered surfaces were
prepared GaAs sample. characterized by synchrotron-based high
e — resolution Xx-ray photoelectron spectroscopy
- HRXPS | GaAs [ (D1011 & 1311, MAX-lab, Lund, Sweden) and
. freshly { | 20306 1  near edge x-ray absorption fine structure
] (NEXAFS) spectroscopy (HE SGM, BESSY I1).
] The functionalization of GaAs with BPT was
found to prevent an oxidation and contamination
AL\ of the surface, keeping the BPT/GaAs interface
Tl TR in a similar state as the freshly etched GaAs
b 2 1 surface. The corresponding HRXPS spectra are
F shown in Figs. 1-3, the spectra acquired at
photon energies of 130 eV (upper panels) and
600 eV (bottom panels) being dominated by
] contributions from the sample surface and bulk.
1] The decomposition of the spectra by doublets

26 24 22 20 18 16 14 50 48 46 44 42 40 38 36
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Bliiding eneray {6V related to individual chemical species is shown:

. Ga 3d spectra: light gray - GaAs, gray - a Ga
Fig. 2. Ga 3d and As 3d HRXPS spectra of . .

freshly etched GaAs, oxide or the surface Ga 3d component; As 3d

spectra: light gray - GaAs, gray - elementary



As, black - S-As. The shoulders at the high binding energy side of the shadowed doublets
correspond to Ga and As oxides.

The observation of the "S-As'-related As 3d emission in the spectrain Figure 3 as well
as the S 2p doublet at a characteristic® binding energy of 162.6 eV in the respective S 2p
HRXPS spectra suggest that the attachment of the BPT molecules to the substrate occurs over
the thiolate headgroup. The complementary NEXAFS spectroscopy measurements (Fig. 4)
imply that BPT SAMs on GaAs are well ordered and densely packed: The NEXAFS spectra
exhibit characteristic absorption resonances and a pronounced linear dichroism with x-ray
incidence angle variation.

The quantitative analysis of the NEXAFS data gives an upright orientation of the BPT
moleculesin the BPT film with an average tilt angle of 31.4°+5°. The obtained value seems to
be dlightly larger than the corresponding values for the aromatic SAMs on noble metal
substrates, such as (111) Au and Ag.? This can be explained by several reasons or their
T [T combination: (i) the larger As-As spacing

- HRXPS Bg:A‘;" 1T Assa 5 between the anchor sites (As atoms) on (100)
[ Gasd 1p &Y 1  GaAs as compared to (111) Au and Ag, (i) a
[ E,=130eV 1T ] different character of the thiolate-As bond as

compared to the case of Au and Ag, and (iii) a
lesser degree of the orientational order in the
emnd BN A L films on GaAs, which is presumably related to
SRR AL LR RN | RLAL LR LT RRR LY residual contaminants and oxides on the
[ & 00w It & Z500ev surface of freshly etched GaAs substrate.

" " Densely packed, chemically stable, and
hydrophobic biphenyl monolayers on GaAs
] can be used for the protection of GaAs in air
] and in water, as well as for the further
e e~ T ) B LSS 2 — functionalization with polymer films and
% m Einﬁingenefgﬂi\‘};} 14z 9050 % model biomembranes. In addition, applications
within the SAM-based chemical lithography
framework®* enable the fabrication of multi-
functional surfaces. Such a functionalization
T T T T T T protocol can aso be directly transferred onto

NEXAFS: C1s various semiconductor heterostructures in the

BPT/GaAs proximity of the GaAs surface, such as near-

surface quantum dots, which can be effectively

used for sensitive detection of specific

recognition and selective transport in

biological membranes.

This work has been supported by BMBF

through grant GRE1HD.
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Fig. 3. Ga3d and As3d HRXPS spectra of GaAs
functionalized with BPT.
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Fig. 1. XPS spectra of NC-C16 on Au and Ag.
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Fig. 2. Cls NEXAFS spectra of NC-C16 SAMs

on

Auand Ag.

In this paper we studied self-assembled
monolayers (SAMs) formed from nitrile-
functionalized akanethiols (AT) NC(CHy)16SH
(NC-C16, 17-Mercapto-heptadecanenitrile) on
(111) gold and silver substrates. These systems
are interesting from both scientific and practical
standpoints. From the practical point of view,
the nitrile-functionalized SAMs are perspective
candidates for SAM-based lithography* and the
fabrication of non-hydrogen bond donor
surfaces with low protein affinity. From the
scientific standpoint, the polar nitrile group with
arelatively large dipole moment is well-suitable
to explore to what extent the structure of a non-
substituted AT SAM can be affected by strongly
interacting tailgroups. A theory predicts a strong
influence of the electrostatic interactions
between the nitrile tailgroups on the entire
system.?

We used severa complementary
experimental  techniques, such as X-ray
photoel ectron spectroscopy (XPS), near-edge X-
ray absorption fine structure (NEXAFS)
spectroscopy (HE SGM, BESSY |I1), and contact
angle measurements to gain information on the
chemical identity, packing density, and
orientational and conformational order in the
NC-C16 SAMson Auand Ag. TheC 1s, N 1s
and S 2p XPS spectra in Fig. 1 suggests intact
NC-C16 films for both Au and Ag substrates.
The bonding to the substrate occurs over the
thiolate headgroup while the CN functionalities
comprise the SAM/ambience interface. The
packing density of NC-C16/Ag was found to be
dightly higher than that for NC-C16/Au.

C1s and N1s NEXAFS spectra in Fig. 2
and 3 imply well-ordered, densely packed films
for both NC-C16/Au and NC-C16/Ag. The
characteristic absorption resonances for an intact
akyl chan (eg. the R* and o*(C-C)
resonances) and a CN functionality (the



™ (C*=N) and 1*(C=N*) resonances) are clearly observed. These resonances exhibit
pronounced linear dichroism at the variation of the incidence angle of x-ray light. The
quantitative analysis of the NEXAFS data (Fig. 4) resulted in an average tilt angle of the alkyl
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theoretical

chains of 42.5° and 37° for NC-C16/Au and
NC-C16/Ag, respectively. An alternative "dif-
ference spectra’ analysis of the NEXAFS data
led to the same value for NC-C16/Au and a
lower value of 29° for NC-C16/Ag. The latter
value was considered to be more realistic than
37° in view of the complementary infrared
spectroscopy data. Most important, the derived
tilt angles for the NC-functionalized SAMs are
noticeably higher than the respective values for
the non-substituted AT SAMs, 35° for Au and
12° for Ag.® Along with other results, this
difference suggests that the strongly-
interacting nitrile entities have a strong
influence on the molecular orientation,
packing, and the structure of AT films on both
Au and Ag substrates.

As to the CN functionality, it has an in-
plane orientation with the tilt angle of =65° for
both NC-C16/Au and NC-C16/Ag (Fig. 4).
This value agrees rather well with the
theoretical estimate for NC-C16/Au (72.5°)?,
but differs significantly from the orientation,
which could be expected for "non-disturbed”
NC-C16 chains (53°* and 58°° in AT/Au and
27°% or 38.1°° for AT/Ag). The reorientation
of the CN functionalities occurs due to a strong
electrostatic interaction between these polar
moieties, which additionally distorts the
underlying 2D-lattice formed by AT chains.
These types of effects are very important
because they offer a means to control and
understand the detailed structure of a SAM and
its ambient surface for applications such as
tallored wetting and biologically active
surfaces. This work has been supported by
BMBF through grant GRE1HD.
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In the quest for preparation of surfaces for
advanced light-coupling into solar cell
absorbers, photonic active material and
immobolisation of biological molecules at
surfaces, the control of topographic features in
the nanometer scale becomes increasingly
relevant (1). Among the various structuring
possibilities, we focuss here on the self-
organised structure formation induced by
photoelectrochemical processing in weak
acidic fluoride containing electrolytes which
allows particularly accurate modification in the
potentiostatic conditioning mode (2). The

ocp 60s "t

Fig.1 Schematic photocurrent-voltage characteristic of n-
Si(111) in 0.1 M NH,F at pH 4, labels (a — d) refer to the
conditioning for AFM measurements, label (4) denotes
the emersion potential for the SRPES experiment.

approach  followed here combines the
photoelectrochemical conditioning with AFM
for structural analysis and SRPES for chemical
analysis of dissolution reaction species (if
combined with partial charge calculations).
Fig. 1 shows the conditioning procedure: an H-
terminated float zone silicon sample is
anodised by scanning the potential in positive
direction from the rest potential (labelled ocp
for open circuit potential) under illumination.

The light intensity is high enough to provide
mass transport limited photocurrents. In the
potential region below the first current
maximum, the dissolution reaction is divalent,
i.e. only two charges are needed to dissolve
one Si atom (3) and porous Si can be formed
for increased anodisation (4). The situations
labelled (b) and (A) have been investigated by
AFM and SRPES, respectively. The charge
passed amounts to 0.5 bilayers and ~ 1 bilayer
dissolution of the (111) oriented surface. The
corresponding AFM image is shown in Fig.2
including a line scan across the surface. The
former zig-zag structure of the H-terminated
surface is still partly visible but also formation
of pits with nanoscopic dimensions is
observed.

1 10.0 nw

-10.0

1L}

Fig.2 AFM image (contact mode) of the n-Si(111) surface
after anodisation according to (b) in Fig.l; charge
passed 0.28 mCem™; right: line scan across indicated
region in the left image.
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Fig.3 Photoelectron spectrum of the Si 2p core level afier
anodisation according to label (4) in Fig.1.

These pits form initially along the edges of
terrace steps, one bilayer deep and the overall
dissolution appears to produce step edges with
a <-1-1 2> directed normal. The line scan
shows terraces of considerable width and
multiple bilayer deep pits which are in height
asymmetrically bordered by the surrounding
terraces. A photoelectron spectrum of the Si 2p
core level recorded upon excitation with
synchrotron radiation is shown in Fig.3 for a
similar dissolution situation (point A in Fig.1).
The envelope curve obtained from the
measurement is shown together with
deconvoluted signals. The bulk curve,
attributed to Si° (full line) is positioned at —
99.2 eV. In addition, we find signals shifted by
AE,=03¢eV,08¢V,1.0eV,2.3¢eV and 3.6
eV. To infer surface chemical changes from
these data, one needs to know which surface
species would be expected from the dissolution
reaction. We follow largely the predictions of
the hitherto most established model (3) and
have performed density functional theory
(DFT) calculations on most of the expected
intermediates. Assuming a linear relationship
between the change in Si partial charge and in
binding energy implies the validity of the so-
called initial state model. Since on
semiconductors, the Helmholtz layer is much
more weakly bound to the surface and we
apply very moderate external potentials, the
action of an electrical field which might
influence the final states in the photoemission
process differently for different species can be
neglected. In addition, effects from the band
structure as found on Si(100) on the final states
do not apply for (111) oriented samples (5).
From the combination of the species postulated

in the dissolution model and the DFT
calculations, published earlier (6), we assign
the species shifted by 0.3 eV to a surface core
level shift (scls) due to remnant H-termination
of the surface (coverage ©® = 0.55
monolayers), the signal shifted by 0.8 eV is
attributed to a Si species with two backbonds
to the lattice and an H and OH termination
towards the solution with ® = 0.3 ML; for
AEy,=1¢eV, aspecies = Si—H-F is postulated
with a coverage of 0.15 ML. The small signals
with higher oxidation state could be attributed
to a precipitate from the dissolution reaction,
SiOHF;, but the species with AE, = 3.6 ¢V
could not yet be identified. The corresponding
calculated partial charges for the surface
molecules were p = 0.1 (scls), 0.45, 0.54 and

1.29, respectively.
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Fig.4 Correlation between AFM-determined roughness
R, vs normalised dissolution charge Qg (see text).

The corresponding O 1s line shows signals
from OH and molecular water (data not shown
here) in an intensity ratio of 1.5. This indicates
the hydrophilicity of those parts of the surface
which are no longer hydrogen terminated at
which Si is terminated partly by OH. The F 1s
line, located at — 687.1 eV is indicative of Si-
F, species, such as, for instance, HSiF; or
SiOHF; thus supporting the identification of
one of the higher oxidised species as a
precipitate.

In a further chronoamperometric experiment,
the electrochemical conditioning was extended
from the potential labelled (b) in Fig.1 to 15s
and 60s. The logarithm of the rms roughness,
R,, of the resulting AFM images, determined
for these surfaces, shows an almost linear
relationship with the dissolution charge, Qgjss
(see Fig. 4). If one assumes that the terrace
removal according to the dissolution
mechanism leaves the roughness unaffected, it



is the relative charge Q,i/Q consumed in the
pit formation which leads to the roughening.
For normalisation, we take for R, the
roughness of the H-terminated surface without
miscut and Q, denotes the charge necessary to
dissolve one bilayer in the divalent dissolution
region. If one plots for simplification
In(Ry/R¢) = const + a Quiss/Qo , one finds that

for Quiss/Qo < 2 , about 60% of the charge is
consumed for pit formation. This reaction
branching between terrace removal and pit
formation changes to 20% for pit formation for
higher dissolution charge and indicates the
sensitivity of this self-organised pitting with
electrochemical parameters.
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“Fundamentals of Electrochemical Nanotechnology”.
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Motivation

The aim of this study is the investigation of the iron gall ink corrosion process. By means of p-
XANES and p-XRF the Fe*'/Fe’ ratio and the major and minor constituents of the ink are determined
in order to clarify oxidation and migration processes. Two manuscripts with different conservation

states were investigated.

Iron gall ink and ink corrosion

Iron gall ink is produced from four basic ingredients: galls, vitriol, gum arabic as a binding media and
an aqueous medium such as wine, beer or vinegar. By mixing gallic acid with iron sulfate, first a water
soluble ferrous gallate complex is formed. Due to its solubility, the ink penetrates the paper surface,
making it difficult to erase. When exposed to oxygen, a ferric pyrogallate pigment is formed. This
complex is not water soluble, which contributes to its indelibility as a writing ink. Normally, the pres-
ence of oxygen leads directly to a formation of the ferric gallate pigment when mixing gallic acid and
iron sulfate. To decrease the precipitation of this insoluble complex, a binder, such as gum arabic, is
added to the mixture. Due to the variety of different recipes and the natural origin of these different
materials, there is a wide range of different organic and inorganic components (Al, Zn, Cu, Mn) and
impurities in historical iron gall inks that may cause a diversity of distinguishable degradation mecha-

nisms containing changes in color, occasionally resulting in iron gall ink corrosion (see fig. 1).

The reactions between iron gall ink [Iron(III)gallate] and
carrier materials (e.g. paper, parchment) producing the
ink corrosion are influenced by environmental and stor-
age conditions especially by a change of temperature and
humidity. There are two main reasons that cause the ink

. degradation of paper. The first one is the acidity of some

inks that lead to the hydrolytic splitting of the cellulose.
fig.1: J.S. Bach, Serenata fiir Leopold The second reason is the presence of soluble transition
von Sachsen-Kéthen, detail. showing an  metal ions (such as Cu’* and Fe*" ) which act as catalysts

advanced ink corrosion for the oxidative decomposition of the cellulose.



Experimental

XANES spectra at the Fe K-edge were collected on the microfocus beamline KMC-2 at BESSY, using
a SiGe(111) double-crystal monochromator. The XANES-measurements were carried out from
7080eV to 7180eV, with 0.5¢V steps for the edge region (7100-7140eV). The data were collected in
fluorescence mode. In order to determine concentration profiles of other metals (e.g. Cu) that may
influence the ink corrosion pu-XRF-mapping were done (see fig. 2). To decrease the effects of inhomo-
geneities, the data were collected with a spot size of 30 pm in 50 um steps.
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Fig.2: Elemental mapping with u-XRF experiments, left: Cu, middle: Fe, right: Zn. The three plots
show different scalings

Results

u-XRF: Two manuscripts with different conservation states were investigated. The first sample shows
a little amount of ink corrosion, the second one reveals an advanced state of decomposition. The ex-
perimental results of the pu-XRF-mapping indicate that both iron gall inks show a good correlation

between major and minor components (see fig.3) in the area of the ink.
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Fig.3: [Cu]/[Fe] and [Zn]/[Fe] ratios, calculated from the signal intensities. In the area of the ink
spot the [Cu]/[Fe] and [Zn]/[Fe] ratio is quite constant.

Based on the present results taking into account a homogeneous distribution of major and minor com-

ponents in the ink we might conclude that no independent migration of elements takes place.

u-XANES: Both samples show characteristic Fe*'/Fe’" ratios (see fig.4). The first manuscript with the
little amount of ink corrosion shows a constant Fe*"/Fe’" ratio, whereas the second sample with the

advanced ink corrosion shows a characteristic local dependence between the iron content and the



Fe*'/Fe’" ratio. The inflection points of the various XANES-spectra are taken as a figure of merit for
the different Fe?'/Fe*" ratios. A linescan shows the increase of this ratio for a decrease of the iron

content (see fig. 4).
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Fig.4: A linescan shows the increase of the Fig.5: XANES-spectra, collected one after another,
Fe’'/Fe’" ratio for a decrease of the iron on the same spot. The absorption edges approach
content to the Fe’* - absorption edge

Furthermore the experiments show a remarkable dependence between dose of radiation and position of
the absorption edge. Series of XANES-spectra, collected one after another, reveal that the absorption
edges approach to the Fe*'- absorption edge (see fig.5).

Conclusions and perspectives

The experiment confirms in agreement with former investigations that the Fe** content is a chemical
indicator for the degree of iron gall ink corrosion. Starting from the XANES-spectra collected from the
standards it is not possible to determine the Fe*"/Fe’-ratio by means of linear combination of data. For
the correct determination of the Fe*"/Fe’* ratios in iron gall inks and the evaluation of the method in
general further abinitio-calculations are necessary.

The investigations show a dramatic displacement of the redox equilibrium from a higher to a lower
oxidation state of iron depending on the radiation dose. This phenomenon has already been observed
in solid matters. Further investigations should clarify which parameters (e.g. humidity, matrix) influ-
ence this characteristic change.

After all subsequent investigations should verify the correlation between ink corrosion and other tran-

sition elements, such as Cu and Zn as possible catalysts for decomposition processes.
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Layer-by-layer growth of GaAs(001)
studied by in situ synchrotron x-ray diffraction
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Molecular beam epitaxy (MBE) is a versatile
method to grow single crystals and heteroepitaxial
structures with atomic layer precision. Layer-by-
layer growth in MBE is commonly monitored by re-
flection high-energy electron diffraction (RHEED)
through periodic modulations of the scattered in-
tensity. Although RHEED intensity oscillations
are widely used to control growth and measure
growth rates, a quantitative interpretation of the
measured intensities remains difficult due to the
strong interaction of electrons with the surface,
leading to strong multiple (dynamical) scattering.
Due to the weak x-ray—matter interaction, surface
x-ray scattering can be quantitatively interpreted
using kinematical theory, thus providing informa-
tion on the structure and morphology of the sur-
face.

Here we report on surface x-ray scattering stud-
ies of GaAs(001) MBE growth [1]. The experi-
ments were performed at the PHARAO surface
diffraction beamline U125/2-KMC, dedicated to
the in situ analysis of MBE growth of III-V-based
structures [2]. The beamline is designed to perform
diffraction experiments on surfaces and interfaces
in an ultrahigh vacuum (UHV) environment dur-
ing crystal growth by MBE.

We characterize the surface morphology first.
Figure 1 presents w scans (rotation of the sample
about its normal) obtained on the same sample on
two subsequent days of the x-ray measurements.
The splitting of the peaks in Fig. 1(a) is the re-
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FIG. 1: Omega scans of the 310.05 reflection. Mea-
surement (b) was carried out one day after measure-
ment (a). The growth experiments were performed
in between. Solid lines are fits to a sum of two
Lorentzians. The substrate temperature is 560 °C and
the V/III ratio is 9 based on hypothetical growth with
a period of 7s.

sult of an ordered staircase of steps. From the
angular peak separation Aw = 0.029°, one can de-
termine the average terrace width Iy = 366 nm,
smaller than the result of the AFM measurements
on that sample (500 nm). The peak in Fig. 1(b) is
not split, indicating stronger disorder in the terrace
widths. The integrated intensities of the peaks in
Figs. 1(a) and 1(b) differ by less than 3 %, which
directly confirms the consistency of our treatment
and the validity of the kinematical theory used.

We performed time-resolved x-ray intensity mea-
surements at different points L along the crystal
truncation rods (CTRs) 11L, 13L, and 31L. Fig-
ure 2 shows the time dependence of x-ray intensi-
ties recorded at different L along the CTR 13L
(open circles). The background intensity is ob-
tained from sufficiently wide w scans of the sample
prior to growth and subtracted from the measured
intensity. The period of the intensity oscillations
T = 7sis the time required to complete one bilayer
of the GaAs crystal. From the measured time-
dependent intensities, we obtain the layer cover-
ages during growth. The solid lines in the intensity
plots of Fig. 2 are calculated with the layer cover-
ages 0, (t) presented in the top panel. The fit of
the intensity curves is obtained simultaneously, i.e.
with one and the same layer coverages ,,(t), for all
values of L. At small L, the intensity decreases to
zero at the minimum of the first oscillation, indi-
cating that only one layer is partially covered at
that moment. However, the following maxima do
not reach the initial intensity, which means that
the next layer starts to grow somewhat before the
previous one is completed. The growth is rather
close to the ideal, with the next layer containing
less than 10 % when the previous one is filled to
about 90%.

We conclude from the simultaneous fit of all
curves that the structure amplitudes do not change
during growth. The structure amplitude includes
contributions from the bulk crystal and the recon-
structed layer on top of it. A constant structure
amplitude during growth means that the struc-
ture of the reconstructed cell is preserved during
growth. On integer-order rods, the domain size of
the reconstruction or any disorder in the relative
positions of the surface unit cells is irrelevant, since
all surface unit cells add up in phase. The simul-
taneous fit of the intensity curves for different L
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FIG. 2: X-ray intensity oscillations measured during
the MBE of GaAs(001) at different points along the
crystal truncation rod 13L (open circles). The fit (solid
curves) is obtained simultaneously for all curves with
the layer coverage shown in the top panel of the figure.
The substrate temperature was 570 °C and the V/III
ratio 13 at the start of the growth interval, 8 at the
end of it.

also proves that the reconstruction is established
on top of a nucleated layer in a time much smaller
than the growth period.

Figure 3 compares the intensities along the CTR
obtained prior to a growth run (completely covered
surface layer) and at the first intensity minimum
during growth (half-covered surface layers). The

full symbols are the initial intensities obtained be-
fore growth by integrating over the w scan. This
is the quantity commonly measured and analyzed
in surface structure analysis. The solid line is the
CTR calculated by using the atomic coordinates
of the GaAs(001) 5(2x4) unit cell determined by
room-temperature x-ray surface structure analy-
sis [3], and assuming a flat surface without steps.

intensity (arb. units)

0.0 0.5 1.0

FIG. 3: Measured and calculated intensities along crys-
tal truncation rods prior to growth (full symbols and
solid lines) and at the first minimum of the growth
intensity oscillations (open symbols and dashed lines).

From the good agreement between the measured
and calculated CTRs, we conclude that the posi-
tions of the atoms in the reconstructed unit cell do
not change noticeably between room temperature
and the growth temperature.

The open symbols in Fig. 3 represent the inten-
sity at the minimum of the first oscillation during
growth, scaled to the pre-growth intensity. The
first intensity minimum corresponds to the depo-
sition of half a monolayer. The dashed curves in
Fig. 3 are calculated with the same assumptions
regarding surface flatness and atomic positions in
the reconstructed cell as above, but with a 50%
covered second layer. The agreement between the
measurements and the calculations confirms that
the structure of the 8(2x4) surface reconstruction
cell does not change during growth.

Thus, the results obtained at our combined syn-
chrotron x-ray diffraction / MBE beamline show
submonolayer sensitivity of surface diffraction ex-
periments, which allows us to perform a detailed
time-resolved analysis of GaAs(001) homoepitaxial
growth.
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[3] Y. Garreau, M. Sauvage-Simkin, N. Jedrecy, R.
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Two-dimensional coarsening kinetics
of reconstruction domains: GaAs(001)3(2 x 4)
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A system quenched into a non-equilibrium poly-
domain state tries to reduce the total energy of
the domain interfaces by increasing the sizes of in-
dividual domains. Lifshitz [1] and Allen and Cahn
[2] showed that, if the domain coarsening is not re-
stricted by a conservation law, the average domain
size [ increases in time as [(t) o« t”, with an expo-
nent n = 1/2 in both two- and three-dimensional
systems. Numerous computer simulations on the
standard (Ising, Potts, XY, planar-rotor) mod-
els have shown the universality of the exponent
1/2 in two- and multistate systems. Although
most of the numerical simulations were performed
on two-dimensional models, the domain coarsen-
ing kinetics in two-dimensional systems with non-
conserved order parameter was the subject of only
very few experimental works. We are aware of
studies on just one system, a chemisorbed oxygen
monolayer on a tungsten surface, by low energy
electron diffraction [3-5].

In the present work, we perform time-resolved
x-ray diffraction studies of the coarsening kinet-
ics of the §(2 x 4) reconstruction domains on the
GaAs(001) surface. If a weak ordering along the
short axis of the unit cell is neglected, the sys-
tem possesses m = 4 equivalent translational do-
mains (90° rotational domains are absent since the
surface is polar) with two non-equivalent types of
boundaries between the domains [6].

The measurements were performed at the
PHARAO surface diffraction beamline U125/2-
KMC in a combined molecular beam epitaxy
(MBE) / 6-circle diffractometer system dedicated
to the in situ x-ray scattering analysis of III-V
semiconductors [7]. Standard MBE sample prepa-
ration procedures were used. From the rock-
ing curve of the integer-order surface reflection
1 3 0.05, we obtain a mean terrace width I = 2/Aq
[where Agq is the full width at half maximum
(FWHM) deconvolved with the instrumental reso-
lution] of approximately 450 nm, which agrees with
atomic force microscopy measurements of one of
the samples.

X-ray diffraction allows for a separate study of
the reconstruction domains in fractional-order re-
flections and the surface morphology in integer-
order reflections, since the reconstruction domains
differ by translations being multiples of the bulk
lattice spacing and are not seen in the integer-order
reflections.

For a quantitative study of reconstruction do-
main coarsening, we deposit one layer of GaAs.
During the deposition, two-dimensional islands
nucleate, grow in size by incorporating further
adatoms, and coalesce. We can expect that the
reconstruction develops independently on each is-
land. The deposition of one layer results in a flat
surface with as many reconstruction domains as
two-dimensional islands were nucleated during the
deposition. The inset in Fig. 1(c) shows the ki-
netics of the surface morphology. Intensity varia-
tions during the recovery in Fig. 1(c) are the re-
sult of interference between different reconstruc-
tion domains. The intensity increases due to do-
main coarsening and finally reaches a maximum
when the domain sizes exceed the resolution of
the x-ray diffraction experiment. Then, the dif-
ferent domains add incoherently to the total sig-
nal. This interpretation is verified in Figs. 1(d,e),
which present w-scans during recovery and the in-
tegrated intensities of the reflections, respectively.
The w-scans were obtained by stepwise rotation of
the sample about its normal. One scan takes ap-
proximately 75 s.

The integrated intensity of each reflection
changes only during the initial 300 s, Fig. 1(e),
which can be explained by contributions from the
domain boundaries covering a noticeable part of
the surface when the domains are small. At later
times, the integrated intensity does not change in
time, as expected: this is the quantity used in
structure analysis since it does not depend on the
domain size. We conclude that, during recovery,
the atomic structure of the reconstructed unit cell
and the area of the reconstructed surface do not
change.

Figure 1(f) presents the correlation lengths
I(t) = 2/Aq(t) obtained from the FWHMs Ag(t) of
the Lorentzian components of the Voigt fits shown
in Fig. 1(b). The correlation lengths follow a power
law, [(t) o t™, with notably different exponents of
half- and quarter-order reflections, given in Fig.
1(f).

Thus, we find that two-dimensional multidomain
systems with energetically non-equivalent domain
boundaries show a slower coarsening compared to
the standard Lifshitz—Allen—Cahn theory. The
system under investigation, $(2x4)-reconstructed
GaAs(001) surface, possesses four equivalent trans-
lational domains with two non-equivalent types of
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FIG. 1: (a) Unit cells and domains of the 5(2 x 4) reconstruction. Only the top As and Ga layers are shown.
The characteristic feature of this reconstruction are the rows of missing As dimers, commonly seen as grooves
on scanning tunneling microscope (STM) images. The boundaries between reconstruction domains are two non-
equivalent stacking faults, t; = +1[110] and t2 = [110], seen as kinks of the grooves in STM. The square mesh
represents the termination of the bulk GaAs(001) surface. (b) Fractional order reflections chosen for the present
study (black dots) and the nearest bulk reflections (gray dots). (c) Time dependence of the peak intensities
after the deposition of one layer of GaAs. Black lines represent the measured peak intensities of the half-order
reflections. Symbols are the peak intensities obtained from w-scans during the recovery. The inset shows the
kinetics of two-dimensional islands measured in an integer-order reflection. (d) w-scans performed during the
recovery. The time at each curve shows the moment of the measurement of the center of the curve. The broken
line at the top curve is an w-scan of the bulk reflection 220 used as the resolution. The solid lines are the Voigt
function fits to the experimental data. The curves are shifted vertically for clarity. (e) Time dependence of
the integrated intensities obtained from the Voigt fits shown in the w-scans. The integrated intensity of the %%
reflection is increased by a factor of 2. (f) Time dependence of the correlation lengths I = 2/Aq obtained from
the FWHMs Ag of the Lorentzian components of the Voigt function. The exponents n of the power law [ o< ¢"
are shown for each reflection. The measurements were performed in the reciprocal space points %go.l, %%0.1,
330.2, and %%0.2. The in-plane Miller indices of the reflections are given in the Figure, the third index is omitted
for simplicity. The substrate temperature is 530 °C, the V/III flux ratio during deposition is 2, the growth rate
is 0.2ML/s.

boundaries between the domains. Using in situ x- time exponents: the correlation length increases
ray diffraction, we find that the growth of the re-  as [ oc t%42#0:95 in the half-order reflections and
construction domains is described by two different 1 o< t9-22%+0:05 ip the quarter-order reflections.
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Island and hole kinetics on the growing GaAs(001) surface
studied by synchrotron x-ray diffraction

Wolfgang Braun, Bernd Jenichen, Vladimir M. Kaganer,
Alexander S. Shtukenberg, Lutz Daweritz, and Klaus H. Ploog
Paul-Drude-Institut fur Festkorperelektronik,
Hausvogteiplatz 5-7, D-10117 Berlin, Germany

Layer-by-layer growth is one of the basic growth
modes in molecular beam epitaxy (MBE). The
atoms arriving from the incoming flux diffuse on
the surface until they nucleate monolayer-high is-
lands. The islands grow by attaching further
adatoms, coalesce and form a complete crystal
layer. When one layer is almost completed, the
atomic steps at the island edges no longer are suf-
ficiently strong sinks for adatoms, and the next
layer starts to nucleate and grow on top of the is-
lands. The number of incompletely covered layers
increases during growth. When the deposition is
interrupted, the system tries to reduce its energy
by smoothing the surface. This process is called
recovery. Two processes, a fast and a slow one,
have been identified in the recovery by reflection
high energy electron diffraction (RHEED) [1-3].
The RHEED signal was fitted by a sum of two
exponentials and explained either as short-range
and long-range ordering [1], surface reconstruction
changes and rearrangement of islands [2], or group
IIT element migration and restoration of long-range
order [3], respectively.

In the present work, we demonstrate that a re-
liable quantitative analysis of the recovery process
can be performed using in situ synchrotron x-ray
diffraction. We identify the two processes during
recovery as island—hole annihilation and island or
hole coarsening.

The experiments were performed at the
PHARAO surface diffraction beamline U125/2-
KMC, dedicated to the in situ analysis of MBE
growth of III-V-based structures [4]. The beam-
line is designed to perform diffraction experiments
on surfaces and interfaces in an ultrahigh vac-
uum (UHV) environment during crystal growth by
MBE. GaAs homoepitaxy was performed in the
center of the (2x4) reconstruction temperature
range, which corresponds to a substrate tempera-
ture of 520°C. The V/III ratio, determined from
As-limited growth oscillations, was around 2 dur-
ing deposition.

To keep the thermal diffuse scattering back-
ground sufficiently low, either a grazing incidence
or grazing exit geometry needs to be used in x-
ray surface diffraction. It turns out that for
GaAs(001), grazing incidence and grazing exit can
be combined. This is due to the fact that the
thickness of the growing layers is only half the pe-
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FIG. 1: X-ray intensity oscillations and fits to the
curves yielding the layer coverages as a function of
time. The growth terminations marked by dashed lines
are determined from the starting points of the fits in
Fig. 2 assuming annihilation of islands and holes dur-
ing the fast recovery phase.

riod of the bulk cubic unit cell. Successive layers
are therefore shifted laterally with respect to each
other. From a diffraction point of view, the crystal
grows in an ABAB stacking sequence. By placing
the detector at a position of destructive interfer-
ence of A and B layers, one can therefore measure
growth oscillations in an in-plane geometry [5, 6].

To study the recovery of a multi-layer surface
morphology, we have measured complete growth
and recovery sequences with close to 1, 2, 4, 8 and
16 ML deposition. The corresponding peak inten-
sity curves are shown in Fig. 1. The layer coverages
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FIG. 2: Time dependence of the peak intensities after
deposition of different near-integer numbers of layers.

shown in the top part of the figure were obtained
from a model-independent fit [6] describing each
layer by a smoothed Heaviside function. From the
fits to the recovery curves, a certain coverage at the
starting point of recovery results in a given inten-
sity, since a difference between the total coverages
of A and B layers results in a nonzero interference.
To link the coverages from the oscillation fit to the
recovery fit, Fig. 2, we sum up the layer coverages
at the end of growth, counting coverages between
0 and 0.5 as positive, and subtracting the cover-
ages between 0.5 and 1.0 for the almost completed
layers. This corresponds to filling 2D holes with
material from the islands, until a net coverage re-
mains. If we take this net coverage as the starting
point for the recovery fit, we can determine the

time at which growth was terminated during the
last growth oscillation. The fits to the recovery
curves done in this way are shown in Fig. 2, the
numbers at the curves giving the layer coverages
determined from the starting points of the fits.

The positions along the time axis where growth
was interrrupted are marked with dashed lines
in Fig. 1. These positions should correspond to
the shutter opening times that were used during
growth, if the model is correct. The shutter times
are compared to the deposition times obtained
from the fits in Table I. The deviations are well
below 1% for all but the 1.08 ML growth. The
good agreement indicates that our interpretation
is indeed valid. We therefore associate the fast,
short recovery process directly following the ter-
mination of growth with the mutual annihilation
of holes and islands on the surface. The slower sub-
sequent recovery is due to Ostwald ripening with
island or hole coarsening. Both small islands and
holes reduce their energy by shrinking in size, and
therefore the annihilation process is faster. In Ost-
wald ripening, the large islands take up the mate-
rial released from the small ones by increasing their
energy, although at a slower rate than the one at
which the small islands reduce their energy. The
Ostwald ripening process is therefore slower.

Thus, the connection of quantitative fits for the
layer coverages during layer-by-layer growth and
during recovery leads us to explain the intermedi-
ate fast recovery process by the mutual annihila-
tion of islands and holes.

coverage shutter time fit deviation
1.08 ML 7.1s 6.97s -1.5%
2.13ML 14.2s 14.20s +0.3%
4.19ML 28.3s 28.50s +0.7%
8.26 ML 56.65s 56.86s +0.4%
16.29 ML 113.2s 112.72s5 -0.5%

TABLE I: Coverages and deposition times used for
growth of the GaAs layers compared to the times ob-
tained from the recovery fits.
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Coarsening kinetics of 2D islands on GaAs(001) surface

Wolfgang Braun, Vladimir M. Kaganer, Bernd Jenichen, Lutz Diaweritz, and Klaus H.Ploog
Paul-Drude-Institut fur Festkorperelektronik,
Hausvogteiplatz 5-7, D-10117 Berlin, Germany

Epitaxial growth on large terraces proceeds by
nucleation of two-dimensional (2D) islands, their
growth by incorporation of further adatoms, and
coalescence. When the deposition is interrupted,
the 2D islands coarsen by Ostwald ripening: larger
islands grow at the expense of smaller ones, which
dissolve because they possess larger specific step
energy. The kinetics of Ostwald ripening is well es-
tablished in both 2D and 3D systems (for reviews
see Refs. [1, 2]). The mean island size I(t) follows
a power law, [(t) o< ", with the exponent n = 1/3
for diffusion-limited kinetics [3] and n = 1/2 for
attachment-limited kinetics [4]. Numerous exper-
iments and simulations [1, 2] show that these ex-
ponents are universal, independent of other fea-
tures of the system. Diffusion-limited kinetics is
the common mechanism during the late stages of
spinodal decomposition in 3D solid solutions and is
also observed in various 2D systems. Attachment-
limited kinetics was proven to be the mechanism
of coarsening of 2D islands on the Si(001) surface
[5, 6], a system fairly close to the subject of the
present study.

In the present work, we show that the coarsening
of 2D islands on the reconstructed GaAs(001)5(2 x
4) surface proceeds in a qualitatively different way:
the coarsening exponent is n = 1, i.e., the mean
island size increases linearly in time. The exper-
imental verification of this result is based on the
direct determination of the mean island size I(t)
from the widths of the x-ray diffraction peaks with
a simultaneous check of mass conservation. We
also determine the coverage, temperature, and ori-
entation dependence of the coarsening rate.

The measurements, Fig. 1, were performed
at the PHARAO surface diffraction beamline
U125/2-KMC, dedicated to the in situ analysis of
MBE growth of III-V-based structures in a com-
bined molecular beam epitaxy (MBE) / 6-circle
diffractometer system [7]. Standard MBE sample
preparation procedures were used.

The bulk GaAs structure provides a possibility
to obtain the highest sensitivity to surface steps
while maintaining grazing incidence and grazing
exit diffraction conditions. GaAs(001) grows by
incorporating Ga-As bilayers. The bulk GaAs unit
cell is formed by two such bilayers, being shifted
by a relative translation t = a[0 1], where a is the
bulk lattice period. A single surface step is one
bilayer high and hence involves an in-plane trans-
lation of half the in-plane lattice period. When

two columns (normal to the surface) of bulk unit
cells are terminated at adjacent terraces separated
by a single step, they are related by the transla-
tion t. The same translation applies to the recon-
structed cells on these terraces. Then, for a reflec-
tion Q = (27 /a)[hkL], the structure amplitudes of
the two terraces differ by a phase factor exp(i®),
where ® = Q-t = w(k + L). In a reflection with
odd h and k, the phase factor ® = 7 is reached at
L = 0 and causes destructive interference of waves
diffracted from two adjacent terraces, resulting in
the highest sensitivity to surface steps. In other
words, the steps are detected due to a lateral dis-
placement of the atoms by half the lattice period,
rather than due to their vertical displacement.

Figure 1(b) shows the recovery of the diffracted
intensity in the 1 3 0.05 reflection after the de-
position of 0.5 monolayer (ML) of GaAs. The
intensity drops to zero directly after the deposi-
tion, as a result of the destructive interference on
the half-covered surface. The subsequent intensity
increase is due to the growth of 2D islands: the
number of 2D islands which coherently contribute
to the diffracted intensity within the resolution of
the diffraction experiment decreases. On a late
stage, the island size exceeds the resolution limit
and each island contributes incoherently.

More insight into the island growth is obtained
from the w-scans (rocking curves) performed dur-
ing the recovery, Fig. 1(a). The w-scans were ob-
tained by stepwise rotation of the sample about its
normal. Each scan took approximately 75 s. The
w steps were chosen non-uniformly, with a smaller
spacing near the peak position, which allowed to
accurately determine the shape both of wide peaks
at the beginning of recovery and of narrow peaks
at its end. The w-scans were fitted to Voigt func-
tions with the width of the Gaussian component
fixed by the resolution and a variable width of the
Lorentzian component. The resolution was ob-
tained by interpolating between the peak widths
of the 200, 220, and 400 in-plane bulk reflections.
As an example, the w-scan of the 220 reflection is
shown in Fig. 1(a) by a broken line. We find that
the Voigt function fit gives smaller x? values than a
Lorentzian or a Gaussian fit with the same number
of fit parameters. Hence, the intrinsic peak profile
is Lorentzian, which indicates an exponential cor-
relation function. Repeatability of the intensity
measurements is shown in Fig. 1(b) where the in-
tensity maxima obtained in the w-scans (circles)
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FIG. 1: (a) w-scans performed during the recovery at the 1 3 0.05 reflection after deposition of 0.5 ML of GaAs.
The time at each curve shows the moment of the measurement of the center of the curve. The broken line at
the top curve is an w-scan of the bulk reflection 220 used as the resolution. The curves are Voigt function fits to
the experimental data. The curves are shifted vertically for clarity. (b) Time dependence of the peak intensity.
The black line is the measured peak intensity. Circles are the peak intensities obtained from the w-scans during
recovery. The smooth gray line is a fit. (c) Time dependence of the integrated intensity obtained from the Voigt
fits. (d) Time dependence of the correlation length | = 2/Aq obtained from the FWHMs Ag of the Lorentzian
components of the Voigt functions. Here, as in all subsequent figures, the measured intensity is normalized to a
storage ring current of 100 mA and the background is subtracted. The substrate temperature is 530 °C, the V/III
flux ratio during deposition is 2, the growth rate is 0.2 ML/s.

are overlapped with the peak intensity measured
in an independent growth run (black curve).

The integrated intensities obtained from the w-
scans, Fig. 1(c), do not depend on time. In the
kinematical theory of scattering, the integrated
intensity is proportional to the total number of
scatterers. Hence, the constant integrated inten-
sity verifies the conserved coarsening of the 2D is-
lands. Figure 1(d) presents the correlation length
I(t) = 2/Aq(t) obtained from the full width at half
maximum (FWHM) Ag(t) of the Lorentzian com-
ponent of the Voigt fits shown in Fig. 1(a). The
linear time dependence of the correlation length
I[(t) on time ¢ is evident from the plot. This is

the main result of the present paper. The mean
size of 2D islands increases with a constant rate of
dl/dt = 0.11 nm/s.

Thus, the coarsening kinetics of 2D islands on
the GaAs(001)5(2 x 4) reconstructed surface does
not fall into one of the universality classes of con-
served coarsening kinetics. The exponent n = 1,
obtained in our x-ray diffraction experiment, is un-
expectedly large and probably establishes a new
universality class. The origin of this fast coarsen-
ing is not clear at present. It may be related to the
large density of adatoms on the GaAs(001) surface
[8], specific to the binary compound [9].
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NEXAFS study of nanocomposite Co-C films
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Recently, nanostructured Fe(Co)-X (X=C,Cr,Pt,Pd,...) films have attracted a lot of research
interest and they have been proposed for use as high-density magnetic recording media [1-3].
These films usually are prepared by sputtering multilayers or co-sputtering followed by
thermal annealing. The latter procedure facilitates the growth of ferromagnetic grains (dots),
which is essential in the context of possible applications. In our work we study a new
approach to nanostructuring such films using local heat treatment [4,5]. Earlier the results
have been reported (i) on laser-induced ferromagnetic ordering of Fe-C [4] and Co-C [6] films
and (ii) on the properties of magnetic nanodot arrays produced by their interferometric laser
annealing [6]. The aim of this study is to elucidate the structural changes, which can be
responsible for the observed onset of ferromagnetism at short-pulsed (~10 s) laser irradiation
with fluencies of ~0.1 J/em®. The peculiarities of such treatments are high annealing
temperatures (above melting point) and accordingly short cooling time ( ~107s).

T T T T T T T T T T T
= (b) laser-treated
= SIS0
—_
>
23 |
=
Bt
= (a) as-deposited
= o
= e . -
=
<
o]
=
g wn
(=1 ) T
g 1
=l .
b

| | | | | | | | | | |
-400 -200 0 200 400
Magnetic Field (Oe)

Fig.1. Magnetization curves of an as-deposited Fig.2. (a) TEM image with diffraction 'patterns inside
(a) and treated (b) Co(50at.%)-C layer the dots and out of them; (b) HRTEM image

In Fig. 1 magnetization curves at room temperatures obtained by SQUID magnetometry are
shown (a) for an as-deposited Co(50 at.%)-C layer with a thickness of 30 nm and (b) for this
sample after its treatment by interfering beams of an excimer laser. It should be noted that the
trend of magnetization curve for the treated Co(50 at.%)-C layer is close to that of pure
polycrystalline Co film but with higher saturation magnetization value. It is seen that the
treated sample exhibits the hysteresis features which are typical of ferromagnets, while the as-
deposited sample did not have a detectable magnetic response at moderate fields (< 500 Oe).



Using transmission electron microscopy (TEM), we have previously examined the
nanostructure of as-deposited and treated Co-C samples. Fig. 2 shows TEM images and
diffraction patterns of the sample inside the maxima of light intensity [dark contrast in (a)],
and out of dots. The diffraction patterns indicate that the differences in the structure of the
dots (annealed locations) and surrounding matrix (as-deposited sample) are subtle. Some
additional information can be extracted from high resolution images (HRTEM) [Fig. 2(b)].
One can see a well-defined boundary that separates a region of solidified alloy (dot) from the
matrix. It is striking that the matrix is essentially inhomogeneous at the scale of 10 nm,
whereas the contrast inside the dots is rather uniform.

The Near-Edge X-ray Absorption Fine
Experiment Structure (NEXAFS) spectra at the Co
L, 3 edge were measured at the Russian-
German Beamline of BESSY-II. The
spectra were recorded in the fluorescence
mode for as-deposited and laser-treated
samples and presented in Fig.3 in
comparison with that for pure Co
polycrystalline film with a thickness of
20 nm. The experimental NEXAFS
spectra are compared also with the
crystalline Co (hep) spectra calculated by FEFF8 code [7] for
\ oo crystalline cobalt and cobalt carbide
\ Co;C. It can be seen that the spectrum for
the laser-treated sample is closer to that
A of a pure polycrystalline Co film. The

770 780 790 800 810 obtained NEXAFS data allow us to

CoL,; edge

laser-treated

as-deposited

polycrystalline Co

Fluorescence yield, a. u.

FEFF calculations

By suppose that in average the number of

Co-Co pairs increases in treated samples

Fig. 3. NEXAFS spectra of as-deposited and laser- in comparison with as-deposited ones.
treated Co-C thin films in comparison with that of Such an increase can result in the

polycrystalline Co and theoretical calculations for

crystalline Co and cobalt carbide Co;C observed modification in the magnetic

properties (Fig.1).

Additional measurements and calculations are planned to verify this supposition.
We gratefully acknowledge technical and financial support provided by Russian-German
Laboratory and BESSY II staff.
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0/20-x-ray reflection and XMLD investigations of NiQ/NiFe exchange-bias
bilayers modified by He-ion bombardment
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H.C. Mertins, D. Abramsohn, W. Gudat
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He-ion bombardment at defined ion doses in an external magnetic field enables designing
exchange-biased bilayer systems both in magnitude and in direction of the exchange bias field
[1,2]. Defect creation in the antiferromagnet and at the ferromagnet-antiferromagnet interface
due to the ion bombardment is regarded as a possible mechanism for the observed
enhancement and reduction of the exchange bias field Hep,. In the present work, the ion
bombardment induced changes in exchange biased polycristalline
Ta(2nm)/NiFe(5nm)/NiO(50nm)/Si bilayer systems were investigated element selectively by
0/20-x-ray reflection and XMLD measurements. Experiments were carried out with the
BESSY polarimeter [4] at the beamline UE56/1-PGM at BESSYTI. The layer system has been
sputter deposited and annealed [3]. After preparation the samples were bombarded with
different ion doses in an applied magnetic field and the resulting exchange bias field was
determined by L-MOKE.

2.0 T T T T T T T T T | T
R Full symbols ]
'. :: ——
15  f e
1.0 3 =S Ay A -1
L .\. .\ATA T
05| \. \A ]
3 L ™~ |
[
I oo > *
~ D/D ¢
3 -
I -0.5 /A B
/I:I A o/AO/}A
-1.0 - Aﬁ—%/o/ ° Open symbols
%é/uo/  —— 1
151 O\o/ B v
201 ' : : ; '
0 2 4 8 10 12

15 -2
lon Dose (10 " cm™)
Fig. 1: Normalized exchange bias field He,/Hep o as function of the He-ion dose for three different acceleration

voltages: 5kV (squares), 10kV (circles) and 20kV (triangles), for a magnetic field applied during ion
bombardment parallel (full symbols) and antiparallel (open symbols) to the growth field [3].

In Fig.1 the ion dose dependence of He/Hepno for He-ion bombardment at different

acceleration voltages is shown. For bombardment in an applied magnetic field parallel to the



field direction during preparation (Hyom 1T Hgo) Hep was enhanced for low ion doses
(<1x10'* ions/cm?). With further increase of the He-ion dose, He, is reduced up to complete
suppression. For bombardment in a field Hyom ¥7 Hgro, the exchange bias field is reversed in

sign, but shows qualitatively the same dependence on the ion dose as for Hyom T Hgro.

To investigate element specific hysteresis loops, samples were bombarded with an ion dose

of 1x10'* ions/cm? to achieve a maximum enhancement or reversal of Hep.
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Fig.2: Reflectivity as a function of a transversely applied magnetic field for linearly polarized photons of 871.5
eV (p-geometry).Panel A: as prepared, Panel B: 1x10'* ions/cm” with Hyo, TT Hgo, Panel C: 1x10"* ions/cm®

with Hyom 4T Hgro, Panel D: measurement geometry.

Fig.2 shows element specific hysteresis loops determined with linearly polarized synchrotron
radiation in the geometry shown in Fig.2D at an energy of 871.5¢V (Ni L, edge) and an angle
of incidence of 7.9°. In Panel A a hysteresis loop for an “as prepared” sample is shown. The
hysteresis loop is shifted by the amount of He, = 86 Oe to the left. Panel B shows the loop for
a sample bombarded with 10 keV He ions in a parallel applied magnetic field with an ion
dose of 1x10' ions/cm?. Hy, is clearly enhanced up to 118 Oe. For bombardment with Hpem
T Hgro, the sign of Hey, is changed as shown in Panel C. The observed changes in the
hysteresis loops for Ni at the L, edge shown above reflect the modification of the exchange

coupling at the ferromagnet-antiferromagnet interface due to ion bombardment.



In Fig.3 the reflectivity and the asymmetry for Fe is shown of an "as prepared" sample . At
angles of incidence between 7° and 10° the asymmetry changes sign which can also be seen in
the hysteresis loops. In this angle of incidence range constructive interference of x-rays
reflected at the two interfaces of the NiFe layer occurs, enhancing the reflected intensity from
the lower interface. At 5° and 11° destructive interference occurs, therefore the reflected
intensity stems mainly from the bulk of the NiFe layer. The opposite hysteresis loop
measured at 9° can thus be explained by formation of iron oxide at the lowermost interface

due to oxygen diffusion from the NiO layer, similar to findings in [5].
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Fig.3: Reflectivity and asymmetry as a function of the angle of incidence for Fe at a photon energy of
708.7¢V. On the right hand side the reflectivity as a function of the applied magnetic field at this energy for
selected angles is shown.
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Spectroscopic analysis of buried interfacesin Cu(ln,Ga)(S,Se), thin film solar cdlls by
combining x-ray emission and photoelectr on spectroscopy in the CISSY appar atus

Ch.-H. Fischer, M. Bér, A. Grimm, |. Koétschau, |. Lauermann, J. Reichardt, S. Sokoll, and M.C. Lux-
Steiner, Hahn-Meitner-Ingtitut Berlin, GmbH

L. Weinhardt , O. Fuchs, and C. Heske, Experimentelle Physik I1,Universitat Wiir zourg

C. Jung and W. Gudat, BESSY GnmbH, Berlin

T. P. Niesen and F. Karg, Shell Solar GmbH, Miinchen

The generd aim of the CISSY project is the investigation of buried interfaces and surfaces in
Cu(In,G8)(S,Se), (“CIGSSe") thin film solar devices. The CISSY endstation (Fig.1), completed in
2002, combines several relevant in-system preparation tools for thin layer deposition (sputter chamber,
glove box for wet chemical processes) and the spectroscopic equipment for xray emission (XES,
Scienta Gammadata) and photoel ectron spectroscopy (PES, VG CLAM 4) and avariety of |aboratory
techniques. The analytical concept of CISSY is based on information from XES and PES on the
electronic properties and the chemical composition from different information depths (XES. several
100 nm; PES: surface) for the study of buried interfacesin layer systems.

Fia.1 CISSY endstation with attached alovebox.

All CIGSSe absorbers stem from the pilot line of Shell Solar, and subsequent depositions of buffer
layers (CdS, ZnS, ZnSe, ZnO) were performed either in the attached glovebox of the CISSY apparatus
or in severa labs at the HMI. Severa preparation procedures were employed, including chemical bath
deposition, absorber surface pre-treatments, and, in particular, the sequentia cyclic ILGAR process
(lon Layer Gas Reaction) consisting of dipping and solid/gas reaction steps.

A broad study was dedicated to the stability of the CIGSSe solar cells during so-called “damp-heat
tests’ (“DH”, 85°C/85% rel. humidity, 100 h for unencapsulated samples), a fundamental issue for the
photovoltaic industry. We started with the systems ILGAR-ZnO/CIGSSe [1] and sputtered-i-
ZnOICIGSSe, each with Cd**/NH, treatment of the CIGSSe absorber [2]. In order to localize and
understand the observed effects, variations of preparation conditions as well as measurements before
and after damp-heat exposure were performed.

From the S L,3 XES spectra [3] in Fig. 2we learn that ILGAR-ZnO deposited on CIGSSe under air
contains sulfate, the signal of which disappears after damp-heat treatment (Fig.2, left), whereas in



sputter-i-ZnO on CIGSSe sulfate is observed only after damp-heat exposure (Fig.2, right, and [4]).
Apparently, the chemical composition and hence the eectronic kehavior of ZnO depends on the
preparation method. One has to keep in mind that the sulfate represents only a small fraction of the
volume analyzed by XES, i.e, that the sulfate contribution to the resulting spectrum is very small. For
a better visualization of the sulfate signals, the spectra of the absorber before damp-heat treatment and
before i-ZnO deposition, respectively, are subtracted from those taken after the respective treatments,
in order to account for the large number of S atoms within a CIGSSe environment. For comparison a
sulfate reference spectrum is also shown.
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Fig.2 . SLp3 XES spectra of 25 nm ILGAR ZnO (left) and of 30 nm sputter i-ZnO (right), both on Cd**-
treated CIGSSe, as well as difference spectra and a spectrum of a sulfate reference. 1. Cd-treated Absorber,
2. before DH, 3. after DH, Ref. CdSO;.

Complementarily, the PES spectra of the as deposited ILGAR sample give no evidence of sulfate at
the ZnO surface. Therefore, the sulfate must be localized at (or near) the ZnO/CIGSSe interface. PES
spectra of the same sample after DH show peaks corresponding to the absorber elements, indicating
that the ZnO coverage is no longer complete, in agreement with scanning electron micrographs.

The unique CISSY feature of in-system preparation alows a preparation by wet chemical processesin
the attached glovebox under N, atmosphere and therefore a direct comparison to products of standard
preparation in air. When ILGAR-ZnO is deposited on CIGSSe in the glovebox, S L,; XES spectra
clearly show a reduced sulfate signa indicating that oxygen and/or humidity from the ambient
environment is involved in the sulfate formation process. These results can be very important for
better solar cell efficiency and stability and will be fed back directly into the solar cell production
process.

Alternative ZnS buffer layers prepared by chemica bath deposition (“CBD”, A. Ennaoui, HMI) have
resulted in high cell efficiencies. The presence of S-Zn bonds could be confirmed by XES (Fig. 3), in
spite of the small amount of material (thickness of no more than a few nm). The difference of the
spectra “after minus before deposition” obtained with an excitation energy of 200 eV points to the
presence of ZnS and ZnSO,. However, ZnS becomes more evident by XES with deliberate excitation
below the sulfate absorption edge (165 eV). Therefore, in addition to the advantage of high flux
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Fig. 3 S L,3 XES spectra of CBD-ZnS/ICIGSSe, CIGSSe, and difference spectra for excitation
energies of 200 eV (left) and 165 eV (right), showing the effect of deliberate excitation below the
sulfate absorption edge. 1. bare CIGSSe-absorber, 2. CBD-ZnS on CIGSSe, 3. difference spectrum
(2-1), 4. ZnS-reference, 5. sulfate-reference.

excitation, undulator-based synchrotron radiation also offers the possibility to “switch-off” a certain
chemical core hole species, alowing a significantly enhanced spectra interpretation.

The present results, taken during the two inaugural beamtimes of the CISSY apparatus at the U41-
PGM and the UE46-PGM beamline, give afirst perspective of the multitude of information which can
be obtained when combining different spectroscopic methods with in-system and, in a later stage, in-
Situ thin film preparation.

Funded by BMWi (03N8605/8) and BMBF (01SF0007, 0329218C).
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Synchrotron-u—Tomography on Aluminium and Zinc Foams
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Metallic foams are highly porous materials. They consist of aluminium or zinc alloys mixed with
titanium or zirconium hydride particles as blowing agent. By heating—up the pressed and preformed
materials to temperatures above the melting point of the blowing agent, the hydrogen is released
and a pore structure arises.

Due to the low density, the high specific stiffness, and the high energy absorption capability, metallic
foams become more and more popular for industrial applications, e.g. in the automobile or aircraft
construction.

Our investigations aim at the understanding of the physical processes during the foaming and the
optimization of the production by varying the preparation parameters. The 3D-u—tomography
represents an appropriate measurement method for non—destructively analyzing the complex inner
and outer structure of such materials. In the following we present some results of our investigations.
As a first example Figure 1 shows an unfoamed powder compact (left) containing three different
materials: an aliminium alloy, silicon carbide particles, and titanium hydride as the blowing agent.
The SiC-particles (cyan) are embedded into the aluminium alloy matrix Al1Sil0 Mg (blue) in order

Figure 1: a) A1Si10 Mg alloy containing 10 vol% SiC with a diameter of d = 70 ym, b) distribution
of SiC and blowing agent, c) the extracted blowing agent.

to increase the viscosity of the material during the foaming process. The average diameter of the
particles is about 70 gm. The titanium hydride particles (red) are also easily discernible. The silicon
carbide particles have nearly the same X-ray absorption coefficient as the surrounding matrix (see
Fig. 2). Nevertheless, the X-ray radiation monochromatized to 25 keV with AE/E = 102 (using a
double multilayer monochromator) allows us to separate these two phases, which is hardly possible
using conventional tomography. The center and the right part of Figure 1 shows the silicon carbide—
and titanium hydride particle distribution, the rest of the matrix is transparently depictured.
These preliminary studies on the material in the unfoamed state were necessary for further measure-
ments of this alloy in the liquid foamed state. The goal is to clarify where and how the SiC—particle
are located during the foaming process. First measurements in the liquid state have been performed
and the analysis is currently under progress.
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Figure 2: Absorption coefficients vs. X-ray energy for silicon carbide and the aluminium alloy
Al1Si10 Mg.

An other field of the investigations is full foamed zinc. Here the interesting parameter are the particle
sizes of the blowing agents and their influence on the pore size distribution. During the preparation
titan hydride with two different particle sizes, greater and less than 28 ym were admixed. The two
zinc foams are depictured in Figure 3. For this tomography the foams were irradiated with an
energy of 60 keV. In the left tomogram a blowing agent larger than 28 pym were used. In the right

Figure 3: Zincfoam madeof a) Zn and TiHq-particles > 28 ym, b) Zn and TiHs-particles < 28 pym.

picture the size distribution was less than 28 ym. As a first result it is obvious that the pore sizes
of both of the foams are correlated with the size of the blowing agents. We are now working on the
quantitative analysis to find a statistic of the 3D pore size distribution.
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Lattice Mismatch in Creep-Deformed Single Crystal Superalloy SC16
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The superior high temperature strength of nickel
base superalloys is attributed to the existence of y’ pre-
cipitates of L1, ordered intermetallic phase embedded
coherently in a fcc y matrix. In the last decades the vol-
ume fraction of y’ precipitates in superalloys has been
increased from 20 — 30 % in Nimonic 80-type alloys to
40 — 70 % in modern single crystal superalloys for ap-
plications as high pressure turbine blade materials. The
investigations on pure Y’ phase materials showed, how-
ever, that the monolithic y’ materials do not provide
further advantages in high temperature creep strength
compared to that of superalloys [see e.g. 1]. The creep
rate of monolithic y* materials is even faster than that of
most modern single crystal superalloys under compara-
ble creep loading conditions. Microscopic investigations

Fig. 1 Micrograph of initial micro-
structure of SC16 after full heat
treatments

revealed that the inelastic deformation under creep loading at elevated temperatures essen-
tially takes place in the y matrix. The y’ precipitates are not sheared by mobile dislocations.
The y/y’ interfaces and the internal stresses induced by lattice mismatch between the y’ pre-
cipitates and the y matrix are therefore considered to be the major reason for the superior high

temperature creep strength of superalloys.

To understand the high temperature mechanical behaviour of superalloys, the y’/y lat-
tice mismatch and its evolution at high temperature are of importance. In the present study,

the y’/y lattice mismatch of a single crystal superalloy
SC16 (3.5Al-16Cr-2.8Mo-3.5Ta-3.5Ti-Ni) with a y’
volume fraction of about 40 % (Fig. 1) has been

measured as a function of temperatures up to 1173 K ¥

using high resolution synchrotron X ray diffraction
technique. The measurements were conducted on both
the undeformed specimen and the specimen with a =
creep strain of 0.5 % deformed at 1223 K using an x-
ray energy of 8 keV at the beam line KMC2 at
BESSY. A 6-circle diffractometer and a Si detector
were used for the precise spectrum recording. The
specimens were mounted directly on the heating plate
in the furnace equipped with a semi-spherical Be
dome (Fig. 2) and were measured under high vacuum
at elevated temperatures.

Fig. 2 SC16 specimen mounted on
the heating plate in the fur-
nace
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the y/y’ interfaces parallel and perpendicular to
the load axis ¢ were determined using the spec-
tra of (001) and (100) superlattice reflections of
the y’ precipitates, see Fig. 3. Fig. 4 shows a
series of 0-20 scans for the (002) reflection
conducted at various temperatures on the ten-
sile creep-deformed specimen. With increasing
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of the (002) reflection were deconvoluted in the Fig. 5 Lattice mismatch of SCI6 at various tem-
following way: peratures

(i) The peak positions and the FWHM of the (002) reflection of the Y’ phase were obtained
using the data of the measurements on (001) superlattice reflection of the y’ phase;

(i1) the structure factors of both the y and the y’ phases were calculated for various tempera-
tures used in the present study;

(iii) the spectra of the (002) reflections were fitted using the above data and taking into ac-

count the peak intensity ratios of the y- and y’-phase corresponding to the y’volume frac-
tion of 40 % for the superalloy SC16.



Using the lattice parameters of y’ precipitates and y matrix measured by (001) superlattice
reflection and (002) reflection, respectively, the lattice mismatch of SC16 is calculated and
presented in Fig. 5.

In the undeformed state the superalloy shows a positive lat- c4
tice mismatch of about 0.001 at ambient temperature. The lattice
mismatch vanishes in the temperature range around 900 K due to A Y
the larger thermal expansion coefficient of y matrix in comparison
to that of y* precipitates [3]. At the service temperature of about
1173 K the lattice mismatch is negative. The negative sign of y/y’ i
lattice mismatch is believed to be beneficial for high temperature <
creep behaviour [4]. During creep deformation the lattice mis-
match at the y/y’ interfaces parallel and perpendicular to the load v
axis o developed differently. At the y/y’ interface perpendicular to Fig. 6 Schematic presenta-
the load axis o the lattice mismatch shifts towards the negative tion of configuration of
direction, whereas an opposite trend is observed at the y/y’ inter- ™Mobile dislocations during
face parallel to the load axis o. The effect becomes very pro- izn;;SeiZ?g;/ Sdef ormation
nounced for the measurements conducted at ambient temperature.

A qualitative interpretation of the effect of creep deformation on lattice mismatch observed in
the present study is schematically presented in Fig. 6. Under creep loading o dislocation loops
are emitted from a dislocation source on the (111) plane in the y matrix channels between the
v’ precipitates. Since the y’ precipitates are not sheared under the present creep loading condi-
tion the movement of the dislocation segments is stopped by the y’ precipitates, see Fig. 6. At
the y/y’ interface perpendicular to the load axis the edge component of the dislocations lies
within the y’ precipitates. The y matrix channel related to the above y/y’ interface must be
expanded in order to match the corresponding y’ precipitate with the additional edge compo-
nent of the dislocations. This leads to a lattice expansion in the y matrix channel and a com-
pression in the y’ precipitate. In the undeformed state the superalloy has a positive lattice
mismatch (a, > a,), Fig. 5. The additional lattice expansion in the y matrix channel and the

compression in the y’ precipitate caused by introduction of the edge component of the disloca-
tion during creep deformation results in an increase in lattice parameter of y phase and a de-
crease in y’ lattice parameter, and consequently in a reduction of the y/y’ lattice mismatch at
the above interface (thombi in Fig. 5). In the case of the y/y’ interface parallel to the load axis
the edge component of the mobile dislocations lies in the y matrix channel, see Fig. 6. After
creep deformation an additional tensile distortion exists in the side of the y’ precipitate and a
compressive distortion in the y matrix. Therefore, an increase in lattice mismatch is measured
(circles in Fig. 5).
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Soft X-ray L-MOKE and magneto-optical constants for Co/Cu multilayers

measured at the Co L, ; edges
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Nanoscale Co/Cu multilayers are of great fundamental and technological importance due to
their unique magnetotransport properties as, for example, the giant magnetoresistance (GMR).
A simultaneous access to both structural and magnetic features in such systems becomes
feasible via the magneto-optical Kerr effect in resonant magnetic scattering of polarized soft
X-rays (X-MOKE) [1].

We investigated Co/Cu multilayers with a nominal structure corresponding to the second
antiferromagnetic (afm) coupling maximum (40x[Co(1nm)/Cu(2nm)]/Co(1nm)). They were
prepared by dc magnetron sputtering onto thermally oxidized (100)-Si and showed a typical
GMR value of 27%. The scattering experiments were performed at the BESSY II UE56-PGM
undulator beamline utilizing the polarimeter set-up [2] in L-MOKE geometry.

In X-ray reflectometry with a photon energy close to the Co L,3 edges, in addition to the
structural Bragg peaks a half-integer order magnetic peak can be observed, the presence of
which has been first noticed by Séve et al. [1]. In subsequent studies the details of this
magnetic peak were correlated to the magnetic and transport properties of the multilayers
[3,4]. In our present investigation, we report on improved X-MOKE studies of the Co/Cu
system at the Co L, 3 absorption edges using circularly polarized light (p.ir=0.9). In contrast to
previous investigations showing only the first order magnetic peak, we were able to resolve
higher orders which are more sensitive to magnetic effects. The chosen L-MOKE geometry
also enabled us to correlate the shift of multilayer Bragg peaks to the dispersive part of the
optical constants. This quantity is an important ingredient for model calculations of the
magnetic scattering from multilayers.

Reflectometry curves were measured both with circularly polarized radiation at the Co L;
edge (Fig. la, bottom curves) and with Cu-K, radiation (top curve) over a large range of
angles. Several characteristic differences between both results can be noticed.

Firstly, at the Ls; edge higher order Bragg peaks appear which are not visible with Cu Ko
radiation. This behavior relates to the resonant intensity enhancement and to the enlarged
contrast between Co and Cu for the anomalous scattering at the absorption edge.

Secondly and even more striking, in between the structural Bragg peaks (bottom curves)
measured at 778eV a series of half-integer order peaks shows up. These are of purely
magnetic origin and correspond to the magnetic periodicity length of the multilayer. By an
applied magnetic field B the antiferromagnetic alignment of the Co layers can be broken up,
causing an intensity reduction of the magnetic peaks.

Furthermore, the higher absorption cross section close to the L3 edge lowers the penetration
depth which leads to a dramatic suppression of the Kiessig fringes.

And finally, the plateau regions close to the critical angle of total reflection differ
significantly, since the dispersion correction of the refractive index changes drastically at the
L-edges. The latter feature was investigated in more detail by studying the shift of the Bragg
peaks close to the L-edges.



Fig. 2 illustrates measurements of the 1% order Bragg peak for different photon energies. Apart
from the resonant intensity enhancement and the increased asymmetry ratio (comparing the
intensity for both signs of B) close to the absorption edge, also a difference in the peak
position for both signs of B can be noticed. After a precise determination of the bilayer
thickness d from a fit of all the Bragg peaks shown in Fig. 1 according to the modified Bragg
equation

o

sin’@

mi=2d(I- ) sin 6, (1)

where m is the order of the Bragg peak and 6 is the dispersive contribution to the refractive
index n=1 -3 + i1, we calculated in a second step 6 from the energy-dependent peak shift of
the first-order Bragg peak, with eq. (1) for m=1. Using a mixture rule for the refractive index
composed of contributions from the Cu and Co layers, we finally extracted & of the Co layers.
The results are represented in Fig. 3. Far from the L edges, the data match to the bulk data
from the tables of Henke et al. [5], whereas close to the edges & shows a strong resonant
structure. In particular, the difference in 6 for both directions of the magnetic field
corresponding to a dichroic contribution cannot be inferred from the nonmagnetic
measurements [5]. The inset in Fig. 3 shows this difference corresponding to the magnetic
contribution Ad. Its inclusion in the modelling of the multilayer reflectivity allows one to
better understand the measured reflectometry curves and, in particular, the reduction of the
magnetic peak intensity with an applied magnetic field. One must consider, however, that the
magnetic saturation state of the multilayer was still not reached at the maximum field applied,
leading to remnants of the magnetic peaks and to an underestimation of the saturation values
of Ad by the method used. Also the nonmagnetic resonant variation of 6 has a significant
impact on the shape of the reflectometry curves. For example, in the energy range of negative
0 values the refractive index becomes larger than 1. In this range, the total reflection plateau
of the reflectometry curve disappears completely.

In conclusion, the data obtained at the Co L edges show a strong resonant enhancement of the
magnetic scattering giving the possibility to investigate structural and magnetic features of
Co/Cu multilayers simultaneously. The near-edge dispersive contribution to the refraction
index of the multilayer including its magnetic contribution was determined from the scattering
data as a precondition for a detailed modelling of polarized X-ray scattering in Co/Cu
multilayer model systems.

We thank D. Tietjen for sample preparation and P. Oppeneer for helpful discussions.
Financial support from BMBF through grant No. 05/KS1BD1/0 is gratefully acknowledged.
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Fig. 1: Reflectometry curve measured with
Cu-Ka radiation (0 recalculated for
778¢V; upper black line), and at the Co-L3
edge with circularly polarized radiation
(lower curves). The latter measurement
was also performed with applied magnetic
field of two different signs(blue and red
line).

Fig. 2: 1" order Bragg peak of the
Co/Cu multilayer for different photon
energies and for the two opposite
directions of the magnetic field (open
and closed symbols corresponding to
positive and negative sign of B,
respectively).

Fig. 3: Dispersive part of the refraction
index of the Co layers in the multilayer as
derived from the peak shift of the
structural Bragg peak, and data for Co
tabulated in [5].



Examinations of hard disc corrosion by combined XAS- and XPS- spectr oscopy using
X-PEEM and the ‘Nano-ESCA’

P. Bernhard, Ch. Ziethen, F. Wegelin, R. Ohr, G. Schénhense
Institut fur Physik — Johannes Gutenberg- Universitat Mainz

H. Hilgers
IBM Speichersysteme Deutschland GmbH, Mainz

B. Kromker
OMICRON NanoTechnology, Taunusstein

F. Senf
Berliner Elektronenspeicherringgesellschaft fir Synchrotronstrahlung mbH (BESSY |1)

X-ray Absorption Spectroscopy (XAS) is an established method in today’ s materials research,
which can be aso used for chemical analysis of buried layers. Measurements of its fine
structure, the so called XANES spectra (X-ray Absorption Near Edge Structure) even alow,
in comparison with literature spectra, a determination of the bonding surroundings of the
anaysed elements. Using X-PEEM (X-ray Photo-Emission Electron Microscopy) as a
measuring technique combines the advantage of the chemical analysis of XANES with the
parallel imaging properties of a PEEM.

We used a FOCUS IS PEEM with a X-PEEM resolution up to 21 nm [1]for the analysis of the
bonding surroundings of buried magnetic layers in the project "Innovative Reaktoren und in-
situ Analytik fur ultradiinne Nanoschutzschichten™ (funded by the BMBF, FKZ 13N7759) to
investigate the corrosion protection of ultra-thin carbon layers that mechanically protect and
in addition prevents the magnetic film from corrosion. In order to check the results, we used
the ‘Nano-ESCA’ system (see the article of D. Funneman et al. in this issue; project funded
by BMBF FKZ 13N7863) that combines XPS and XAS of the same sample area and provides
alateral resolution better than 200 nm in the XPS images.

Carbon layers are used in the hard discs production as protecting layers for corrosion and
mechanical wear. The decrease of the layer thickness from 10 nm down to 2 nm or even
below is one aim in today’ s development of hard disc coatings and in particular of the project
mentioned above, asit can lead to a further increase of the storage density by about one order
of magnitude. As the functional properties of the protecting layers have to remain unchanged
when decreasing the thickness, the investigation of the corrosion protection in interrelation of
the layer thicknessis an essential task of applied research.

Answering these questions was one of our main tasks as partner in the project. Using an X-
PEEM at the synchrotron radiation facility in Berlin (BESSY 11), we measured micro-XANES
spectra of the absorption edges of cobalt (see [2], [3] for the method) on series of samples
with different thickness and different materials of the protecting layer. Co is the main (>60 %)
constituent of the magnetic film. The determination of the layer thickness was done at IBM
(Mainz) using elipsometry.

Figure 1a shows results of the Co L,/L3 edge that were taken by photocurrent measurements
on a series of samples with an amorphous carbon (a-C) layer. The films were produced by
using a high current pulsed arc plasma source. Figure 1b shows the Co L,/L3 edge of Co
metal and of CoO, as published by Regan et a. [4]. In comparison with figure 1b, the
spectrum 1 of figure 1a clearly shows that the unprotected sample (layer thickness O nm) is
oxidized, contrary to the other five measured spectra. Closer investigation also shows that
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Figure1: a) XANES spectra of Co L,/L; edge measured on samples
with different protecting layer thicknesses
(photocurrent of the sample). The absolute
layer thickness was measured using ellipsometry.

b) XANES spectra of Co (black) and CoO (grey) Lo/L3
edge measured and published by Regan at a. [4]. Inan
oxidic bonding surrounding the L; edge splitsup into 5
separate peaks.

even spectrum 2 (taken on
a sample with layer
thickness of 1.2 nm) shows
none or just a negligible
fraction of Co in bonding
with oxygen.

Due to the fact that in the
future maor decisions
might be drawn concerning
the use of these coatings in
production, we  Cross-
checked these results by
examining the hard-discs
by two independent
spectroscopies using the
‘Nano-ESCA’ System. No
images are shown here,
because at the surface of
the  magnetic  storage
media, no debris or defects
are detected.

Figure 2 shows the XAS,
Figure 3 the XPS results of
buried layer spectroscopy
only for the critical layer
thickness below 2 nm. The
XAS and XPS results were
obtained a the same
sample area (diameter of
the imaged area was 30um)
of uncoated (black line)
and coated (1.2 nm &C, red
line) hard disc. We used a
SensiCam CCD- camera
(PCO) for image acqui-
sition. For every excitation
energy (XAS) or kinetic
energy (XPS) an image is
taken. Spectra are calcu-
lated by recording the
energy dependent intensity

of regions-of-interest in the electron optical image. The XAS- result shows a highly resolved
five-fold Co L3- peak for the media without carbon overcoat, but a clear metallic like Lz- peak
in the case of an overcoat thickness of 1.2 nm. Monochromator step-width was 0.1 €V. The
XPS spectra are obtained using a photon energy of hn= 1000 eV, analyser step-width of 0.2
€V and a pass energy of the imaging energy filter of 100 eV. For the uncoated magnetic film,
we get a peak at a binding energy of 779.5eV. Thisis very close to the typical value of 780
eV known from XPS- spectra of pure CoO. The coated film shows a peak-shift to a lower

binding energy of 777.8 eV, just in the range of pure metallic Co.

We can conclude from our measurements that for aC layers with a thickness of >1.2 nm, a
corrosion of the magnetic storage media is avoided. This result is additionally confirmed by
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Figure 2: XAS of the Co L;- edge at a 30pm sample area for uncoated
(black curve) and coated (1.2 nm a-C, red curve) magnetic storage
media
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Figure 3: XPS of the Co 2p3/2 state at the same area (diam.= 30um)
as examined for figure 2. Excitation energy was 1000 eV. Uncoated
(black curve) and coated (1.2 nm a-C, red curve) magnetic storage
media.

non- laterally resolved XPS done
a IBM [5]. Further functional
tests will be needed to quantify
this. Finaly, we report the result
for aC:N films, which are
candidates for future coatings,
too. We applied the same
measurement procedure as used
for the aC coatings (combined
XPS + XAS anaysis). The
measurements lead to the result
that for aC:N films a thickness
of 2.5 nm or more is needed to
get a corrosion protection
comparable to the thinner aC
films.
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Antiferromagnetic coupling at the interface of
the Fe/CoO exchange bias bilayer

F. Radu, J. Grabis, A. Nefedov, S. Erdt-Béhm, K. Westerholt and H. Zabel
Experimentalphysik 1V, Ruhr-Universitat Bochum, Universitatstrasse 150, 44780 Bochum Germany

After many years of intensive investigations, the exchange bias (EB) effect remains a fascinating in-
terfacial effect between a ferromagnet and antiferromagnet with many problems being still unsolved
[1]. Among the macroscopic characteristics of the EB systems one distinguishes: the shift of the
hysteresis loop when the system is cooled in an applied magnetic field throughé&heeiperature

(Tn) of the antiferromagnet; the increase of the coercive field with the decrease of the temperature;
the exchange bias effect appears when the system is cooled below a critical temperature called block-
ing temperature (%), which is lower that the J. A key question to the EB phenomenon is related

to the microscopic behaviour of the FM/AFM interface. The most simple one to ask is whether the
coupling between the FM and AFM spins is ferromagnetic (direct exchange) or antiferromagnetic
(super-exchange). Such question is crucial in understanding the origin of the positive exchange bias
[2], which is believed to be directly connected with a super-exchange interaction at the FM/AFM
interface. Recently the positive exchange bias was observed in CoO/Co system [3], which is unex-
pected as long as it was shown experimentally that the interfacial coupling is ferromagnetic. Thus, we
start reconsidering the question of the type of interfacial coupling in the FM/CoO systems [4]. In the
present report we show data from Fe/CoO EB system measured by Soft X-Ray Resonance Magnetic
Scattering (Soft-XRMS).

The sample was prepared by rf-sputtering. The Fe layer was deposited on a Si substrate and on top
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Figure 1: Reflectivity curve from CoO(ﬁQ/Fe(SOOA)/Si sample taken at T=25 K at an energy close
to CoL3 absorption edge.

of it Co was sputtered in an oxygen atmosphere, leading to CoO. The interface was engineered to be
Co terminated on the side of Fe. The measurements have been performed at the beamline PM3 of
BESSY Il using the ALICE diffractometer [5]. The sample was cooled down in an applied magnetic
field of 100 Oe through the J=291 K of the CoO to the measuring temperature T=25 K. In Fig. 1 is
shown the reflectivity taken close to Coabsorption edge using circularly polarized light. By setting

a fixed incoming angle2f = 8.4°, arrow at Fig. 1) and sweeping the magnetic field we recorded the



hysteresis loops, which are shown in Fig. 2. One was taken for an energy corresponding tbsthe Fe
absorption edge (Fig. 2 (a)) and another one at thes@dsorption edge (Fig. 2 (b)).
The striking result is that the two hysteresis loops show different sign. That allows us to conclude
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Figure 2: a) Hysteresis loop measured at théjFabsorption edge by setting a fixed angle for the
incoming radiation and sweeping the applied magnetic field; b) The hysteresis loop for CoO. The data
suggest a super-exchange type of interaction at the interface between Fe and CoO.

that the interfacial coupling between the Co spins and Fe spins is antiferromagnetic. This result is
opposite to the experimental findings in Ref. [4] were the interfacial coupling was shown to be direct-

exchange.
This work is supported by DFG (SFB 491). We would like to thank T. Kachel (BESSY) for technical

assistance during our experiments at BESSY.
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Soft x-ray resonant magnetic scattering studies
with new ALICE diffractometer

A. Nefedov, J. Grabis, A. Bergmann, F. Radu and H. Zabel

Experimentalphysik 1V, Ruhr-Universitat Bochum, Universitatstrasse 150, 44780 Bochum
Germany

A growing number of experiments using atom and shell selectivity of synchrotron radiation tech-
niques are carried out to study magnetic properties. X-ray resonant magnetic scattering (XRMS)
uses the energy dependence of corrective terms to the atomic scattering factor which is sensitive to
the magnetization of the sample [1]. The resonant enhancement of the magnetic scattering cross
section has been firstly observed at thand M absorption edges of rare earths and actinides in
hard x-ray range [2, 3]. In order to study XRMS in 3d transition metals experiments must be car-
ried out over their, absorption edges (electronic transitions from 2p levels toward unoccupied 3d
band states). Because of théiedge, energies in the soft x-ray range UHV diffractometer must be
employed. Within the scope of the BMBF project "Untersuchung magnetischer Gretmeifi mit-
tels resonanter magnetischaimRgenstreuung” we designed and built a new diffractometer ALICE
for XRMS experiments based on a UHV compatible 2-circle goniometer (a horizontal scattering
geometry) [4]. This diffractometer has been intensively tested and the first experiments have been
carried out at the bending magnet beamline PM3 at BESSY Il in Berlin in December 2002. The
beamline optics allows to tune the energies in the range from 20 eV to 1900 eV with the possibility
of tuning the polarization from linear to fully circular.

Firstly we used linear polarized light, which is sensitive to antiferromagnetically (AF) coupled
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Figure 1. XRMS signal of a [Co(1 nm)/Cu(0.8 ny)Jmultilayer on a Si substrate. The energy
E=773.4 eV of the linearly polarized photons is slightly below thd.Cedge. (a) Specular and
off-specular reflectivity in remanence. The half-order peakeat=22° and the diffuse scattering
around it have a pure magnetic origin. (b) Magnetic field dependence of the diffuse scattering at
the half-order Bragg peak.

multilayers, because for them the superlattice period is magnetically doubled and one can observe a
magnetic half-order Bragg peak by tuning the photon energy to the corresponding absorption edge.
As a first sample for testing purposes of the experimental setup we measured a Fe/Cr multilayer,
which was before characterized at Daresbury together with T. Hase, Durham. The obtained data are



coincident with the Daresbury results. Then we investigated an AF-coupled [GofGultilayer,
including its behaviour in a magnetic field. Reflectivity curves (specular and off-specular) are pre-
sented in Fig. 1 (a). The magnetic half-order Bragg peak is clearly seen for both curves. Similar
results have been obtained by other groups before [5]. In Fig. 1 (b) the magnetic field dependence
of the diffuse scattering at the half-order Bragg peak is presented. The peak intensity decreases with
increasing absolute value of the field and independent on its direction. Such behavior corresponds
to AF-coupled systems.

Then we tried to test a multielement system. For @oGe/V];, Heusler superlattice the mag-

netic half-order Bragg peak has been observed with polarized neutron scattering, but this effect
was not observed with soft x-rays at the 3@ as well as at M3 absorption edges. Circular
polarized light was used to study element-specific XRMS hysteresis loops at the structural Bragg
peak Q¢ = 17.2°) (Fig. 2), which is sensitive to ferromagnetism. The temperature dependent
hysteresis loops at the Cg edge (Fig. 2 (b)) coincide with SQUID measurements, whereas no
magnetic signal has been observed at the.Medge (Fig.2 (a)).

x4 (a) 30K ~=Col, edge 20]
- —mu—Col, edge
\ "H'f\ n Mn L, edge 215
w N N\ L, edg
0 2 L y !'-"- o 21.0-
= T \ f = ey w =
5 ’ l“i\\. \q/ o ot S 205
1 \ . I.-"-'l L
o i SRRt | - £ 2004
a 20 g | -;:1 © 19
- = .5 <
2 -I'Ff‘\. .--..,-' s =2
7] m u 2 1904
g 18 . e |a ; 5]
€ LI u h T 185
-_— L Y \ i -_—
f \-‘./-’- ,'\llﬁlﬁ,l
Y 0 18.0
h 175
2

Figure 2: XRMS of a Heusler superlattice [BbnGe/V];,. Hysteresis loops are plotted for dif-
ferent photon energies (a) and at different temperatures (b). A current of 2 A through the coils
corresponds to a magnetic field about 400 Oe.

This project is funded by BMBF (Contract No.O3ZAE7BO). We are grateful Tom Hase (Durham)
for Co/Cu multilayer sample and T. Kachel (BESSY) for technical assistance during our experi-
ments at BESSY.
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Domain structure in antiferromagnetic NiO(001) and
exchange coupling to ferromagnetic Fe-adlayers

U. Mick, N.B. Weber, V. Bocatius, H. Meinert, E. Kisker

Institut fiir Angewandte Physik, Heinrich-Heine-Universitdt Diisseldorf

The interaction between antiferromagnetic (AF) and ferromagnetic (FM) materials is
of interest for both technical applications and basic understanding of magnetic phenomena.
Element-specific Photoemission Electron Microscopy (PEEM) utilizing x-ray magnetic linear
dichroism (XMLD) was used to investigate the AF-domain-structure of in-situ cleaved
NiO(001) surfaces. Thin ferromagnetic iron-layers have been deposited on the NiO-substrate
to study its influence on the AF-domains. The FM-domain structure in the iron layer has also
been examined by x-ray-magnetic circular dichroism (XMCD). Our experiment has been
performed at the Bessy-Beamlines UE56/2-PGM2 and UE52-SGM, which provide x-rays
with arbitrary polarization, namely linear S- and P-polarized light for XMLD and circular

polarized light for the MCD experiments.

NiO has a bcc rocksalt structure with antiferro-
magnetic ordering between nearest neighbour Ni-Atoms. This
allows the formation of 12 possible domain structures. The Ni-
Moments form alternating (111) planes of ferromagnetically
coupled Ni-Atoms in the NiO crystal (see fig. 1a) that can be
stacked in 4 different ways. For each of these domain families
there are three possible spin orientations inside the (111)-plane
(fig. 1b), thus setting up 12 different types of AF-domains in
the NiO. Two of these domains have identical in-plane
moments with respect to the NiO(001) surface forming a set of }
6 Twin-domains. These Twin-domains can be identified by
the angular dependence of their absorption intensities at the Ni 2p1/2
edge, when the sample is illuminated with S-polarized light and
rotated azimuthally around the [001] sample normal

The branching ratio between the absorption intensities of the
magnetically split Ni-2p_;» and the Ni-2p.;,-peaks should follow a
cosine squared dependence between the light-polarization and the
atoms magnetic Moment [1,2]. Hence the absorption intensities
should show a periodicity of 180° degrees with respect to sample
rotation when illuminated with S-polarized Light, resulting in a
contrast reversal between the AF-twin-domains every 90°-rotation.

Figure 2 shows PEEM-images in different angles around the
sample normal. The PEEM pictures are calculated from the difference
of intensities between pictures taken at the Ni-2p.;»- and the Ni-
2p+12-peak normalized to the sum of both pictures ((I12-1+12) / (L
12+tL412)). The upper row shows pictures taken with S-polarized light
and differ in the angle of rotation by 90°. The crystals [100] direction
is not aligned with the incident beam but tilted about 15 degrees to
uncover the variety of domains present in this area.

[100]

Fig. 1: (a. top)
alternating
ferromagnetic
(111)-planes in NiO
with three possible
spin orientations
within each plane
(b. bottom)



The twin-domains have the same magnetic moments in in-plane direction but they
differ in their moments normal to the NiO surface. Using P-polarized light adds sensitivity to
the magnetic out-of-plane component and the angular dependence upon sample rotation
allows to unambiguously identify the exact type of magnetic domain.

On azimuthally rotating the sample the angular dependence of the branching ratio in
P-polarized light should show a periodicity of 360° with a contrast reversal by rotating of
180°. The lower row in figure 2 show the same area in the same orientation as in the upper
row but illuminated with P-polarized light. These PEEM-pictures show the expected
periodicity in the contrast behaviour and especially exhibit distinct areas that show contrast in
P-polarized light but no contrast during rotation when observed with S-polarized light (see the
area marked by circle). Thus the unambiguous identification of exact domain-types, which
have not been distinguished until now, is possible using both S- and P-polarized light.

Fig. 2: Contrast images of the NiO(001) surface taken for different angles of azimuthal
rotation. (a-c) (S-polarized X-Rays) show contrast reversal every 90° rotation and (d-f)
(P-polarized X-Rays) exhibit contrast reversal upon 180° rotation. The field of view is
40um. The area in the circle shows no contrast difference with S-light but domains
distinguishable in P-light

Figure 3 shows the angular distribution of the branching ratio for one selected
domain. It shows the expected 180° periodicity quite well, when measured with S-polarized
light. For P-polarized light the actual quantitative data are strongly distorted and do not follow
the expected sinusoidal characteristics although their trend is in agreement with the theory.
The deviation might be caused by a crosstalk of a S-component of the P-polarized light that is
due to the incident angle of the synchroton radiation. To improve the data-quality, more care
on normalization and background correction has to be conducted in future experiments



Concerning our investigations on the influence of ferromagnetic adlayers, we
observed a collinear orientation of the ferromagnetic Fe-Moments to the in-plane components
of the AF-substrate, which is in agreement with recent work by Ohldag et al. [4]. From our
data it looks like that some domains change their type while others remain unchanged. This
would indicate a domain reorientation for some domains rather than an in-plane alignment of
the Ni moments due to an adjacent ferromagnetic layer. The influence of sample treatment
and sample preparation on these results will be subject to ongoing research.
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Fig. 3: angular distribution of the branching ratio in
the Ni 2p;,-peak of a selected domain under
illumination with S-polarized (squares) and

P-polarized (circles) X-rays
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Computed tomography experiments at BAMI/ine
G. Weidemann, J. Goebbels, Th. Wolk, H. Riesemeier

Federal Institute for Materials Research and Testing (BAM)
Unter den Eichen 87, 12205 Berlin, Germany

After the first experiments at BAMIine in 2001 several improvements on synchrotron
computed tomography could be performed. At the beginning of the year the second
monochromator was installed, a Double Multilayer Monochromator (DMM) consisting
of 150 double layers of W/Si (1.2nm W and 1.56nm Si). The energy resolution of
about 1 % compared to the energy resolution of 0.01 % of the Double Crystal Mono-
chromator (DCM) is sufficient for computed tomography experiments. This rather low
energy resolution is accompanied by a much higher photon flux density (about 100
times higher) as compared to the photon flux density of the DCM. This reduces the
measuring time, improves the Signal to Noise ratio and reduces the image distortions
resulting from instabilities of the whole system. To our knowledge for the first time a
multilayer monochromator is used for CT-experiments at a synchrotron. The useful

energies are in the range from about 5 keV up to 65 keV.

Using a combination of different optical lenses of the detector system the spatial
resolution may be varied over a large range. Now voxel sizes of about 10 and 5 pym
are routinely in use. The well-known problem of ring artefacts in CT caused by differ-
ences in the properties of the detector elements ( CCD camera pixel sensitivity and

scintillator properties) was partially solved by an appropriate scanning procedure.

Computed tomography offers excellent possibilities to analyse volume properties like
pores in foam materials (cf. contribution of Banhart, Haibel et al.), density variations
in green state ceramics, fibre distribution in composites or material distributions in
geological samples. The monochromatic radiation at synchrotron sources improves
in addition the characterization of interfaces, e.g. sharp transitions between different
kinds of material. This advantage can be shown especially in very complex structures
like biological samples. In collaboration with TU Dresden (TUD) and UKBF of FU Ber-
lin implants and bone samples were investigated. As an example the right image in

fig. 1 shows a Ti implant in a bone sample. The photon energy was 50 keV. The im-



age voxel size of 10.8 x 10.8 x 10.8 pym® is determined by the area detector. The
transitions between resin, bone and implant are very sharp. For the pure bone sam-
ple (left image) an energy of 25 keV was selected. Key words in connection with the

investigations are bone structure and density, age-related bone loss, bone formation

and surface modifications.

Fig. 1: Vertical slice of a bone sample without (left image) and horizontal slice with a
Ti implant (right image). The scan conditions are 25 keV respective 50 keV; the voxel

size was (10.8 um)°.
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Antiparallel Ruthenium coupling in the doped Ruddlesden-
Popper-Phase La;,Sr; sMn, ,Ru,O,

F. Weigand, S. Gold, A. Schmid, J. Geissler, and E. Goering
Max-Planck-Institut fiir Metallforschung, 70569 Stuttgart, Germany

K. Dérr, G. Krabbes, and K. Ruck
IFW Dresden, 01171 Dresden, Germany

X-ray magnetic circular dichroism measurements (XMCD) in the hard and soft X-ray region
have been performed at Mn K and L,3; edges of the Ruthenium (with x=0.05, 0.1 and 0.5)
doped Ruddlesden-Popper-Phase La, »,Sr; sMn, <RuyO7. In combination with magnetometry a
clear evidence for unexpected antiferromagnetic sublattice coupling between Manganese and
Ruthenium has been found. A simple coupling model of Mn*"/Mn*" and Ru’"/Ru*" ions in
high-spin state is proposed, which explains the antiparallel alignment and the technological
interesting increase of the Curie temperature.

NWr—————— 77— Since the discovery of the colossal
%Qb 3. =005 | magnetoresistance effect (CMR) near the

> 2l x=01 ] ferromagnetic ordering temperature a lot of

2.5 R e o 1 interest was attracted in  manganese

- oo é 3 { perovskite-like systems. To combine CMR of

20l o 2“0 ] | three-dimensional perovskites with two-
_ oo A s’ dimensional giant magnetoresistance (GMR)
) B 2} iT=20k11 Dbehavior, homologous systems like (La,
; 15+ c 3 o 14 SOuiMn,Osniy (n=1,2,3), called Ruddlesden-
Sm 0 x=0.05ZFC BD T S B Popper-Phases, have been investigated in the
= Z x= g-; ;Eg @ B([T] 1 last few years. For n=2 a natural stack of spin-
1.0}, ;0:5 tc 4 valve devices has been revealed by neutron

diffraction. For future technical applications
of these systems, it is necessary to achieve
Curie temperatures T¢ near room temperature,
but doping with transition metals usually
results in decreased Tc.
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B=0.5T. (a) Spin-averaged absorption coefficient increased Tc, from 122K for Ru doping level
Io; XMCD signal for (b) T=30K and (c) T=80K. of x=0.05 to 128K for x=0.1, and further
increased T¢ of 156K for x=0.5, while the
total magnetization strongly decreases. The maximal saturation magnetization varies from
3.39up to 1.25up per half stoichiometric formula-unit with increasing Ru concentration,
measured at B=6.5T and T = 20K (Fig. 1). To determine element-selective spin and orbital
moments, XMCD measurements were performed at the Mn L, 3 edges. Figure 2(a) shows the
nonmagnetic (2p—3d transitions), and the appropriate magnetic difference (XMCD) signals
for the three doped samples at T = 20K (Fig. 2(b)) and 80 K (Fig. 2(c)) respectively. All spin
averaged signals are very similar for all doping rates and temperatures, indicating nearly the
same chemical environment at the Mn site [1]. For determination of the magnetic moments
we fitted the Mn XMCD signal by a superposition of ground state moments to separate L; and

1



L, edge contributions, which could
not simply be done by conventional
sum rules due to the spectral overlap
between L; and L, edges [2][3]. This
analysis reveales Mn spin moments
of 0.59 (x=0.05), 0.62 (x=0.1) and
0.35up (x=0.5) at T=80K. By
comparison of the spin values with
other transition metal oxides we
were able to identify a large fraction
of this Mn 3d spin reduction to O 2p
related hybridization effects, which
are typical a factor of 1.5 to 3 in spin
moment reduction [2][4][5]. In
addition Mn K edge XMCD spectra
have been measured in transmission
mode, reflecting bulk properties of
the samples. These results are
consistend to the L,3 — XMCD data.
Therefore, we conclude that relative
changes observed at L3 - edges
reflect bulk Mn magnetization
properties [1].

SQUID magnetization curves
show a much stronger doping
dependence as the XMCD results.
Therefore, it is clearly necessary to
introduce an additional negative
magnetization respective to the Mn
sublattice. We could clearly identify
this antiparralell magnetic coupling
of Ru to the Mn sublattice in a
simple quantitative model [1].
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Figure 2: Mn L,, L; edges for different Ru doping levels
with an applied external field of B=0.5T. (a) Spin-averaged
absorption coefficient py; XMCD signal for (b) T=30K and
(c) T=80K.

In conclusion, we have measured XMCD and SQUID magnetization of different Ru
doped single phase La, ,Sr; sMn, <Ru,O7 samples. By a simple comparison of both methods, a
clear antiferromagnetic coupled Ru sublattice has been identified. This has been explained
quantitatively and consistently by Ru and Mn high-spin states. The enhanced Mn-Ru

interaction leads to a higher Tc.
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Temperature dependence of CrO, magnetic moments and

the magnetocrystalline anisotropy energy
S. Goldl, E. Goeringl, G. SChﬁtZl, C. Kénigz, U. Rﬁdigerz, and G. Giintherodt*
"Max-Planck Institut fiir Metallkunde, Heisenbergstr. 3, Stuttgart, 70569, Germany; 11 Phy-
sikalisches Institut der RWTH-Aachen, Huyskenweg, Aachen, 52056, Germany

Abstract

Soft X-ray magnetic circular dichroism (XMCD) spectra have been investigated in the tem-
perature range from 25 K to 330 K and for different crystallographic projections for CrO, in
the total electron yield (TEY) mode. For Fe the Bruno model suggested a relationship of pro-
jected orbital moments, spin-orbit coupling and the magnetocrystalline anisotropy energy
(MCA) in a cubic crystal field. CrO, shows a strong anisotropic behaviour in the XMCD-
spectra, for the projected orbital moment and the magnetic dipole term T,. The T, -term and
the orbital moment favour different easy axes, and the T, -term dominates the magnetic ani-
sotropy. This has been interpreted quantitatively by the van der Laan model. Temperature
dependent measurements of spin, orbital and T, -moments simultaneously with the MCA,
deduced from in situ hysteresis curves, confirms the van der Laan-model for the generation of
L (T), T, (T) and the MCA(T). A quantitative experimental consistency of projected magnetic
moments and the MCA, especially as a function of temperature, has been given.

Introduction

In the last few years CrO; has attracted
revived interest due to its remarkable
high spin polarization at the Fermi en-
ergy, theoretically predicted to be 100%
[1; 2] and recently verified by supercon-
ducting tunneling spectroscopy at T =
18K [3] and spin-polarized photoemis-
sion spectroscopy at T = 293K [4]. The
reasons for this revival are mainly re-
lated to promising future technological
applications on the basis of CrO,- 3

! . 5 0.
electrodes such as magnetic tunneling 5 ;
and spin injection devices. The oxygen  £-0.01]
mediated coupling and its half metallic .

Absorption [edge normalized]

nature are a challenging problem for — _ o3
theoretical investigations, originated by = ]
the presence of oxygen-hybridization, & 0.001
double exchange, self doping, and corre- g ]
lation effects [1]. The quantitative influ- 7

ence of orbital moments, inner 3d shell
spin-orbit-coupling, and the T,-term to
MCA has been recently investigated. But
its temperature dependence and the cor-  gjgyre 1: Cr L,3 XAS for parallel and antiparallel
responding “generation” of orbital mo-  magnetization and measurement geometry (a). Tem-
ments and the magnetic dipole term is  perature dependent XMCD signal for c-axis (b) and a-
still unknown. axis (c) enhanced projections.

T R AN = B
Photon Energy (eV)



Experimental and Discussion

We have investigated epitaxially grown
(100) orientated CrO; - films, with a sam-
ple thickness of about 100nm. All spectra
were recorded in total electron yield mode
at the new high resolution bending-
magnet-beamline PM I at BESSY II in an
applied magnetic field of <5kOe (flipped
at each data point). The degree of circular
polarization was about 95%. We have
measured with fixed angle of incidence of
60° and two azimuthal angles probing a-
and c- axis projected magnetism. Further
details of the experimental setup are re-
ported elsewhere [5]. As an example, Fig.
la shows normalized XAS spectra at in-
termediate (40deg) projected azimuthal
sample orientation. We have measured at
two different angles J for enhanced c-axis
(Fig.1b) and a-axis (Fig.1c) projections.

By a fitting procedure, called moment
analysis, we have extracted the isotropic
spin moment S (Fig.2a), two orbital contri-
butions L for different regions of the unoc-
cupied density of states [5] and the mag-
netic dipole term T,. Fig.2b shows the
mentioned two orbital contributions for a-
and c-axis enhanced geometry, divided by
the isotropic spin.  Fig.2c shows the T,
moment divided by the isotropic spin. Or-
bital and T, moments are proportional to
the temperature dependent spin moment.
This direct proportionality has been theo-
retically predicted by perturbation theory
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Figure 2: Moment analysis derived projected isotropic
spin moment (a). The orbital moments along a- and c-
axis (b) and the T,-moment (c¢) have been normalized
to the isotropic spin. MCA has been divided by the
squared isotropic spin (d).

by Gerrit van der Laan [6]. Fig. 2d shows the hysteresis derived MCA divided by the squared
spin moment, which is also constant as a function of temperature. This behavior is expected
from the van der Laan model of the MCA, which includes two contributions oc L-S
andoc T, -S [5; 6]. Due to the proposed linear behavior of both moments to the temperature

dependent spin moment, the MCA should be proportional to the squared spin moment, which
has been proven for this system by our experiments (Fig. 2d).
We grateful thank T. Kachel at BESSYII for very kind support during the measurement time.
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Cobalt Growth on InGaP(001)(2x4): The Interface Formation
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For the development of novel spintronic devices based on the junction of ferromagnetic

metals (Fe, Co, Ni) on semiconductors it is important to control the structure and composition
of the interface and the growing layer. Spin randomizing scattering at non-ideal interfaces is
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Fig. 1: In3d, Ga3d and P2p core level spectra for
growth of Co on InGaP(001) (2x4) at 150°C. Upper,
middle, and lower rows refer to clean, IML and 4ML of
Co. Dashed-dotted lines are 